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Abstract:  

 
This article seeks to examine the development of regulatory models concerning the right to 
personal data protection, analyzing how the current regulatory framework — based on the free flow 
of data — legitimizes data capitalism and reinforces digital colonialism in the Global South, with 
particular emphasis on Brazil’s General Data Protection Law (Lei Geral de Proteção de Dados 
Pessoais, LGPD). To do so, the study adopts a phenomenological-hermeneutic approach, along 
with monographic and comparative methods of procedure, and employs indirect documentation and 
literature review techniques. The conclusion is that the Brazilian data protection legislation, 
inspired by the European regulatory framework, may inadvertently reproduce patterns of data 
capitalism and digital colonialism, given that actual control over personal data by data subjects is 
virtually nonexistent in a digital economy dominated by large technology corporations. 
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Resumo:  
 
O presente artigo pretende observar o desenvolvimento de modelos regulatórios do direito à 
proteção de dados pessoais, analisando como o modelo atual de regulação, fundado na livre 
circulação de dados, legitima o capitalismo de dados e fortalece o colonialismo digital do Sul 
Global, com ênfase na Lei Geral de Proteção de Dados Pessoais. Para tanto, adota-se o método de 
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abordagem fenomenológico-hermenêutico, o método de procedimento monográfico e comparativo, 
bem como técnicas de pesquisa de documentação indireta e revisão de bibliografia. Conclui-se que 
a legislação brasileira de proteção de dados, ao se inspirar na regulamentação europeia, pode, 
inadvertidamente, refletir padrões de capitalismo de dados e de colonialismo digital, considerando 
que o controle dos dados pessoais pelos titulares é inexistente em meio à economia digital 
dominada pelas grandes corporações tecnológicas. 
 
Palavras-chave: Big tech; capitalismo de dados; colonialismo digital; direto à proteção de dados 
pessoais. 

 
 
1 Introduction 
 

The rise of data capitalism and the resulting emergence of a new regulatory paradigm 

for personal information have sparked a critical and necessary debate on the effectiveness of 

current legislation in the context of global digital transformation. At the heart of this 

discussion lies the question of how regulations concerning the right to personal data 

protection — particularly those inspired by the European Union’s General Data Protection 

Regulation (GDPR) — reflect the dynamics of data capitalism and may in turn perpetuate a 

form of digital colonialism. 

Considering the social and democratic dimensions of data protection regulation, this 

article presents a counterpoint to data capitalism, which often prioritizes profit over privacy 

and informational self-determination. In this context, it raises the question: to what extent can 

the adoption of data protection regulations — especially those inspired by European models 

based on the free flow of digital assets — reflect forms of data capitalism and digital 

colonialism? 

The general objective of this study is to critically examine the regulation of the right to 

personal data protection, inspired by European models, as new expressions of data capitalism 

and digital colonialism. Specifically, the study aims to: a) discuss the emergence of data 

capitalism and the dominance of Big Tech, analyzing the development of regulatory models 

for personal data protection, with particular emphasis on the European Union’s GDPR; and b) 

understand how the current regulatory model — based on the free circulation of data — 

reinforces and legitimizes data capitalism as well as identify the presence of digital 

colonialism in the Global South, with a focus on Brazil’s General Data Protection Law (Lei 

Geral de Proteção de Dados Pessoais, LGPD). 

Regarding the methodological approach, this study adopts the 

phenomenological-hermeneutic method, due to the need to understand and interpret the 
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phenomenon of data capitalism and the regulation of the right to personal data protection 

within the contemporary social, economic, and legal framework, considering the researcher’s 

interaction with the phenomenon of digital colonialism. As for the procedural methodology, 

the monographic and comparative techniques were selected, as they allow for an in-depth 

analysis of data capitalism and digital colonialism from specific perspectives, particularly 

through the comparison of regulatory models. For data collection, the study relies on indirect 

documentation, including literature review and the interpretation of data relevant to the field 

of study. 

 

2 On Data Capitalism and the Right to Personal Data Protection 
 

The contemporary economy is witnessing the rise of data as a central element in market 

dynamics. This new reality is defined by data capitalism, in which data are not merely tools 

for personalizing information, but rather critical economic assets. The collection and analysis 

of vast volumes of personal data have become the driving force behind an economic system 

that derives unprecedented monetary value from the prediction, modification, and surveillance 

of human behavior (Mayer-Scönberger, 1997; Pessoa, 2020; Zuboff, 2019). 

The dataist notion views the universe as a “data flow, and the value of any phenomenon 

or entity is determined by its contribution to data processing,” including human relationships 

(Harari, 2015, p. 321). In contemporary society, humanity is increasingly integrated into data 

processing, which has become the primary source of understanding and intervening in 

individuals’ lives. In this new paradigm, data are not only tools for observation but also 

mechanisms for shaping humanity itself, creating a symbiotic relationship between people and 

the systems that process their information (Hui, 2020, p. 77-78). 

In this context, data emerge as economic commodities, whose value is actively 

constructed through algorithms, artificial intelligence, and machines. This process is intrinsic 

to the capital accumulation logic of Big Tech — large technology corporations represented by 

digital platforms (Srnicek, 2016, p. 30-31) — which not only collect data but also process and 

analyze it to predict behavior. This creates a continuous cycle of value generation within their 

operations and services. The essence of this paradigm lies in the ability to capture, analyze, 

and use information to forecast and influence behavior, generating value that goes beyond the 

material sphere and enters the complex dimensions of the digital realm (Pessoa, 2020, p. 

40-55). 
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The transformation of data — from mere digital records to strategic assets — has been 

driven by the innovative business models of Big Tech companies. These business models, 

based on monetizing attention and subtly manipulating user behavior, have become 

paradigmatic across various economic sectors. Google is, for many, the most prominent 

example of this social revolution, as it impacts “us,” “the world,” and “knowledge” itself. In 

what has been described as the “Googlization of everything,” the company, “by cataloging our 

individual and collective judgments, our opinions, and — perhaps most importantly — our 

desires, is also becoming one of the most powerful global institutions” (Vaidhyanathan, 2011, 

p. 14). 

This is what constitutes surveillance capitalism, characterized by the “behavioral 

surplus, discovered more or less ready-made in the online environment, when it was realized 

that the data exhaust clogging Google’s servers could be combined with its powerful 

analytical capabilities to generate predictions of user behavior” (Zuboff, 2019, p. 404). In this 

way, Google — later emulated by other companies — “imposed the logic of conquest, 

defining human experience as free for the taking, available to be compiled as data and 

claimed as surveillance assets” (Zuboff, 2019, p. 404). 

Google’s executives eventually opted for an advertising-based business model, which 

relies on collecting user data to develop and refine algorithms that deliver ads through an 

innovative auction system. The exceptional profitability of this approach encouraged other 

tech companies to adopt similar strategies, expanding both the capitalization of Big Tech 

firms and the scope of data collection. These data go beyond being a mere byproduct of users’ 

interaction with technology; they form the foundation of corporate strategies aimed at 

enhancing advertising and personalizing services — forming, in effect, a true “Great Other 

Brother” (Zuboff, 2018, p. 57-60). 

The large-scale collection of data — often performed in nontransparent ways — feeds 

algorithms and artificial intelligence systems that drive continuous cycles of consumption, 

surveillance, and control. The market is driven by prediction and forecasting, in which users 

are not only the targets of commerce but also the subjects of shaping and anticipation of their 

needs. The panopticon, originally conceived as an architectural structure of control, has now 

evolved into a digital super-panopticon — or cyber-panopticon—ubiquitous, distributed, 

fluid, and embedded in everyday technologies. In this sense, panopticism “is alive and well, 

armed in fact with (electronically enhanced, cyborgized) muscles so mighty that Bentham or 

even Foucault could not and would not have imagined them” (Bauman, 2013, p. 22). 
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The result is a stark power asymmetry, in which a few actors appropriate vast amounts 

of information, while the majority are subject to choices made by algorithms — often without 

their knowledge or consent. Within this scenario, users have little to no understanding of this 

new informational dynamic, as the perceived benefits of free access, personalization, and 

technological speed tend to obscure the associated risks. As Rodotà (2008, p. 37) observes, 

“citizens are rarely capable of grasping the meaning that the collection of certain information 

may assume within complex organizations equipped with sophisticated means of data 

processing”. 

In the current socioeconomic context, the use of data as an economic asset and the 

phenomenon of the “digitalization of life” are becoming tools of domination and social 

reproduction, with effects that extend beyond individuals and influence society as a whole 

(Wolfgang, 2021, p. 115). Today, data processing mechanisms shape decisions and the social 

body itself, within a context permeated by infocracy — an environment in which the 

generation and manipulation of information are crucial to governance and the dynamics of 

power (Han, 2022). 

The monetization of data is primarily realized through targeted and segmented 

advertising, which uses and sells detailed user profiles to enable advertisers to deliver 

personalized ads. This not only fosters more efficient consumption but also perpetuates a 

cycle of data dependency, where privacy is often sacrificed in exchange for “free” access to 

platforms and services. However, the value generated is not distributed equitably; instead, it is 

concentrated in the hands of a few corporations that possess the power to shape markets and 

influence social behavior (Morozov, 2018, p. 146-147). 

Criticism of these business models is not confined to the economic sphere but extends 

to ethical and political dimensions, as the accumulation of data by big tech companies raises 

concerns regarding data sovereignty, public opinion manipulation, and the weakening of 

democratic institutions. The influence of these corporations in the public sphere — often 

without proper transparency or accountability — poses a significant challenge to the 

maintenance of free, fair societies (Morozov, 2018). 

The dominance of big tech companies in the technology market is undeniable. Major 

corporations such as Google, Amazon, Facebook, and Apple — here referenced by their 

commonly known names, although they operate under broader corporate conglomerates — 

not only control a substantial share of the global technology market but also play a pivotal 

role in shaping economic and social standards. The power exercised by these companies is 
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subtle yet deeply embedded in daily behavior, making them even more influential. Through 

algorithms and digital platforms, they shape everything from consumption patterns to 

perceptions of reality, establishing a new form of power — psychopower — that is difficult to 

challenge or regulate (Han, 2022, p. 2). 

Thus, technological solutions — far from being a panacea — often serve to consolidate 

power in the hands of a few, exacerbating inequality and technological dependency. With their 

vast economic and technological might, big tech companies set the rules of the data market, 

influencing public policy and business practices, frequently to the detriment of fundamental 

individual and collective rights (Zuboff, 2019, p. 14-15). In this context, examining the 

business models of big tech firms and analyzing their dominance and influence reveals the 

extent to which these entities shape not only markets but entire societies. 

This influence extends to the legislative arena, where intensive lobbying by such 

corporations can distort the creation of public policies and regulations, favoring private 

interests over the common good. Their ability to operate across multiple jurisdictions — often 

employing strategies to minimize tax and regulatory obligations — places them at a 

significant advantage over states. The concentration of power in the hands of a few companies 

creates an oligopolized digital ecosystem, where innovation and diversity may be stifled by 

anticompetitive practices. 

Furthermore, the influence of big tech companies in the information sphere is 

particularly concerning, as their control over social media platforms, search engines, and other 

online tools and applications places them in a privileged position to shape public discourse 

and opinion formation (Han, 2018, p. 23-24). This raises critical concerns about election 

manipulation, the spread of disinformation, and the erosion of trust in democratic institutions, 

in what O’Neil (2020) refers to as potential “weapons of math destruction.” 

Assuming that regulatory diversity reflects global dynamics, it is essential to view the 

evolution of regulatory frameworks as a continuous process of adaptation and engagement 

with social complexity. Privacy and the protection of personal data are in constant flux, 

reshaped by ongoing technological innovations and evolving societal perceptions of private 

life and digital security (Pérez-Luño, 2012, p. 93). This evolution is crucial to maintaining the 

relevance of regulatory frameworks in a world where data has become an extremely valuable 

commodity — especially in the context of artificial intelligence (Hoch; Engelmann, 2023, p. 

11-12). 
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The development of data protection regulations often follows a reactive pattern, where 

new laws and guidelines are introduced in response to data breaches, disruptive technological 

advances, or shifts in consumer behavior (Pessoa, 2020, p. 83-85). Although this response 

cycle is necessary, it presents legislators with the challenge of striking a balance between user 

protection and the promotion of innovation. Regulations must be robust enough to ensure the 

security of personal data and flexible enough to adapt to future scenarios that have yet to be 

fully envisioned — particularly given the social complexity mediated by information and 

communication technologies. 

Since the importance of privacy, it becomes essential to recognize algorithms as agents 

of social interpretation and to understand metadata as safeguards of both individual and 

collective freedom. These reflections underscore the urgent need for policies aligned with 

democratic principles in the context of digital society. In this scenario of technological 

surveillance, privacy — and particularly the right to personal data protection — gains 

prominence as a means of defending human dignity and ensuring collective protection 

(Limberger, 2009, p. 46-47). 

A paradigm shift is thus evident, marked by a “reinterpretation of concepts shaped by 

the mass flow of information, encompassing new dimensions of the right to secrecy, the right 

to intimacy, the right to private and family life, the right to informational self-determination, 

and the right to personal data protection” (Pessoa, 2020, p. 85). With this new perspective, 

despite predictions about the “end of privacy at the close of the twentieth century,” attempts 

have been made to reconceptualize the right to privacy beyond the rigid and static norms of 

closed legal texts, toward a more open, dynamic, and fluid interpretation suited to 

technological society (Pérez-Luño, 2012, p. 93). 

Regarding the protection of personal data, a long and evolving regulatory process can 

be identified, commonly divided into four legislative phases (Doneda, 2011, p. 96). The first 

phase, based on the state of the art in technology, introduced rules requiring user authorization 

and consent for the creation and maintenance of structured databases, as well as regulating the 

role of public authorities in handling collected information. The second phase, in response to 

the growing use of databases, established regulations that framed privacy as a negative liberty, 

enabling individuals to restrict or deny public authorities’ access to their personal data. 

By the 1980s, in response to the growing need to regulate the processing of personal 

data within the information flows of a global economy, the third legislative phase moved 

beyond the narrow view that mere authorization or consent was sufficient for activities 
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involving personal information, emphasizing the principle of informational 

self-determination. Finally, the fourth legislative phase — representing the current stage — 

recognizes that privacy cannot be reduced to a purely individual choice. Instead, it must be 

framed through the creation of collective norms, establishing guarantees and rights for data 

subjects. This allows for a shift beyond consent, especially in light of the new possibilities for 

data processing and the clear imbalance in legal relationships between entities and users, 

highlighting the importance of independent authorities to ensure public oversight of data 

processing in society. 

Nevertheless, the current landscape remains characterized by increasingly pervasive 

surveillance mechanisms targeting data subjects — through the collection and processing of 

both personal and non-personal data — to sustain a new information-based socioeconomic 

order and a decentralized surveillance infrastructure (Pessoa; Oliveira, 2019, p. 11). In this 

context, the regulation of the right to privacy must account for global and transnational 

information flows, treating data as economic assets and sources of advertising revenue — 

hallmarks of a new phase of capitalism. 

There is a “need to conceptualize regulation within a society shaped by surveillance, 

which requires not only the adoption of legal instruments to protect data and information, but 

also the use of any tools or techniques capable of producing regulatory effects” (Rodriguez, 

2021, p. 116). Notably, “implementing such measures may, at times, require acceptance of 

certain forms of positive virtual surveillance, guided by principles and guarantees related to 

the protection of information transferred across the material and immaterial domains of 

society” (Rodriguez, 2021, p. 116). 

In this context, if privacy protection becomes subordinated to economic interests and 

technological advances — particularly under a model of regulated self-regulation by the 

market — it is worth questioning whether there is a genuine commitment from state and 

corporate actors to uphold this right. This concern arises from the fact that power networks 

tend to eliminate legal gaps and relativize normative boundaries in favor of advertising and 

profit (Rodotà, 2008, p. 105). Thus, relegating data protection to self-regulation, or to a lack 

of regulation altogether, risks reducing privacy to a mere commodity within a globalized 

market focused on the exploitation of surveillance-based economic assets, a logic that is 

fundamentally incompatible with the protection of fundamental rights tied to human 

personality. 
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The evolution of regulatory frameworks, which culminates in the design and 

implementation of data protection legislation, brings to the forefront the definition of key 

principles and rights that must be guaranteed to data subjects. These principles form the 

backbone of effective regulation, guiding the practices of both public and private entities and 

ensuring that citizens’ interests are safeguarded in an increasingly intrusive digital 

environment. 

The rights typically guaranteed by such laws include—but are not limited to—the right 

to access, rectify, erase, and port data, as well as the right to contest automated decisions and 

to be informed about data collection and usage. The inclusion of principles such as data 

minimization, purpose limitation, and transparency in data operations ensures that data 

controllers not only comply with legal obligations but also adopt ethical and responsible 

practices. These principles now serve as the foundation for the exercise of digital autonomy, 

enabling individuals to maintain control over their personal information and protect 

themselves from misuse, following a logic of “person–information–control–circulation” 

(Rodotà, 2008, p. 93). 

In this regard, special attention must be paid to Regulation (EU) 2016/679 of the 

European Parliament and of the Council of 27 April 2016 on the protection of natural persons 

with regard to the processing of personal data and on the free movement of such data, which 

repeals Directive 95/46/EC. Commonly known as the GDPR, this legal instrument introduced 

a new regulatory framework for personal data protection within the European Union. It 

requires a proactive, conscious, diligent, and accountable posture from data controllers—one 

based on risk assessment and mitigation, and the adoption of administrative and technical 

safeguards to protect data subjects’ rights, while also emphasizing best practices and privacy 

policies (União Europeia, 2016).  

The GDPR ultimately transcends the territorial limits of the European Union by 

establishing conditions for its applicability regardless of the location where data is processed, 

the nationality of the data subject, or the domicile of the data controller. As a result, several 

countries outside the European Union have found themselves needing to align their national 

data protection frameworks with European standards — an effect widely referred to as 

“Europeanization” or the “Brussels Effect” (Bradford, 2012). This phenomenon is further 

reinforced by provisions within the GDPR that address international cooperation and impose 

restrictions on cross-border data flows. The European Union grants adequacy decisions to 

third countries that offer an adequate level of personal data protection, thereby enabling 
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continued commercial interactions and international data transfers (Pessoa; Limberger; 

Saldanha, 2023). 

This reflects a dual perspective, as personal data protection regulation “on the one hand, 

seeks to protect individuals with regard to the processing of their personal data; on the other, 

it plays a role in fostering commerce by establishing common data protection standards across 

the region.” In this sense, “the demands of a unified market such as the European Union, in its 

effort to broadly reduce transaction costs, include harmonizing rules concerning personal 

data” globally — particularly due to the EU’s economic prominence (Doneda, 2011, p. 102). 

The development of oversight mechanisms and the imposition of sanctions, as outlined 

in data protection frameworks, underscore the seriousness and commitment of legal systems 

to safeguarding the right to personal data protection. However, when such regulatory 

structures are exported beyond their original jurisdictions, they raise the issue of regulatory 

imperialism. By positioning the GDPR as an international standard, the European Union once 

again asserts itself as an exporter of regulatory norms — something that may be interpreted as 

an extension of its geopolitical influence. 

This phenomenon of normative projection is not without criticism, especially when 

viewed from the perspective of nations on the periphery of the data capitalism system. The 

adoption of foreign regulatory frameworks is often carried out without the necessary 

adaptation to local contexts, potentially resulting in misaligned rules that fail to reflect the 

needs and particularities of other societies. This can lead to a paradoxical situation in which, 

rather than empowering data subjects, regulation ends up reinforcing technological and 

normative dependency. 

The notion of regulatory imperialism also invokes broader debates concerning power 

imbalances within the global governance of data. While the GDPR offers a comprehensive 

framework of rights and protections for residents of the European Union, its adoption as a 

global standard may constrain regulatory innovation in other regions and perpetuate a 

center–periphery dynamic. Core countries define the rules that peripheral countries are 

expected to follow, thereby reproducing new forms of colonialism (Silveira, 2021, p. 33-52). 

Within the context of regulatory imperialism, local adaptation and resistance emerge as 

essential counterpoints. These dynamics reveal the capacity and initiative of countries to 

develop their own interpretations of international — or even national or regional — norms 

that have extended beyond their original territorial boundaries, adapting them to their own 

sociopolitical, economic, and cultural realities. This process exemplifies the broader struggle 
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to maintain national sovereignty in the digital age, reinforcing the need for a data governance 

framework that is both globally informed and locally grounded. 

 

3 On Digital Colonialism and the Emancipation of the Right to 

Personal Data Protection 
 

The free flow of personal data is a foundational condition for the operation of 

data-driven products and services, enabling big tech companies (e.g., Google, Facebook, and 

Apple) to thrive in a borderless market by massively capitalizing on the continuous and 

unrestricted global flow of information. This is why the term “platform capitalism” is 

frequently used to describe this dynamic (Srnicek, 2016; Van Dijck; Poell; De Waal, 2018). 

This digital era, often referred to as the “new oil economy,” has seen data transformed into an 

essential commodity for sustaining and expanding the economic power of tech giants (Zuboff, 

2019, p. 14-15). 

Moreover, the increasing value of personal data and its conversion into economic assets 

raises important concerns regarding wealth distribution and social equity. The disparity 

between those who generate data and those who ultimately benefit from its economic value 

reflects and intensifies preexisting inequalities within society. As currently structured, data 

capitalism appears to disproportionately favor capital accumulation by corporations equipped 

with the capacity and resources to process and monetize information (Cassino, 2021, p. 

13-32). 

Control over personal data, in turn, implies not only the ability to influence market 

behavior and economic trends but also the power to shape discourse, public opinion, and, 

ultimately, democracy itself (Han, 2022, p. 8-10). The treatment of personal data as a 

commodity has profound implications for informational self-determination, where the 

perceived ability of individuals to control their own data may in fact be a rhetorical illusion 

(Pessoa, 2020, p. 92-95). 

In this context, while the implementation of data protection laws and regulations is 

essential for safeguarding privacy, it may inadvertently consolidate the power of entities 

already operating from a position of significant advantage in the digital space and data 

economy. The central issue lies in how data protection policies, rather than democratizing 

control over information, may actually reinforce existing inequalities — particularly because 
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such legislation is often accompanied by intense lobbying efforts that benefit large 

corporations. 

Some scholars argue that regulatory frameworks have the potential to create market 

entry barriers in the data economy, favoring well-established tech conglomerates that possess 

the necessary resources to navigate the complex legal and technical landscape (Silveira, 2021, 

p. 33-52). Armed with advanced infrastructure and substantial capital, these corporations are 

better equipped to comply with regulatory demands, whereas startups and smaller firms face 

significant challenges. This not only strengthens the dominant position of major players but 

also restricts innovation and competition — both of which are essential for a healthy, 

sustainable market. 

As regulatory environments become stricter in some regions compared to others, there 

is a growing trend of data industry centralization in areas with more permissive legal 

frameworks or more developed infrastructures, while data exploitation itself occurs on a 

global scale (Faustino; Lippold, 2023; Silveira, 2021; Cassino, 2021). This phenomenon not 

only reinforces the hegemony of certain countries and regions but may also result in a new 

form of digital dependency for those situated outside the dominant technological hubs. 

The paradox is that regulation — designed to protect users — may, under data 

capitalism, inadvertently legitimize the power of big tech companies by authorizing data 

collection under specific conditions or through the assumption of informed, voluntary 

consent. In other words, the complexity of data protection regulations may, contrary to their 

intended purpose, serve to reinforce the very structures of data capitalism — especially within 

a global context driven by the free flow of data and the transnational transfer of digital assets. 

The transformation from the “person–information–secrecy” paradigm to a 

“person–information–control–circulation” model — particularly marked by the advent of the 

European Union’s GDPR and similar legislation — represented a milestone in attempts to 

regulate the processing of personal data. However, despite its emancipatory potential and its 

aim to empower users, such regulations may in practice endorse the data accumulation model 

by imposing compliance requirements that dominant corporations can easily absorb or 

circumvent, thereby reinforcing their market dominance. 

Current regulations, even when stringent, often fail to dismantle the power 

infrastructures that sustain this economic model. Data collection, when permitted under 

specific regulatory conditions (e.g., informed consent) may be interpreted by companies as a 

green light to continue their practices, now under the guise of legal compliance, particularly 
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given that terms and conditions often resemble adhesion contracts, rarely read or fully 

understood by users (Sujeito a termos [...], 2013). 

Indeed, although data protection regulations refer to users as “data subjects,” they may 

in fact reinforce the power of big techs by failing to address the issue of data ownership. 

These regulations tend to emphasize privacy protection and data security, involving the user 

in the process without questioning who ultimately owns — and therefore profits from — 

those data. This omission has significant consequences for market competition and innovation 

(Morozov, 2018, p. 146-147). 

Moreover, the international transfer of data — an essential component in the 

consolidation of data capitalism — is often addressed in ways that further entrench this 

phenomenon. Regulations typically allow the free flow of these digital assets, even without 

the data subject’s consent, as long as the destination country ensures an “adequate level” of 

data protection — typically interpreted as equivalent regulation — or meets certain 

conditions, such as standardized contractual clauses or global corporate rules. 

The issue of data colonialism emerges as regulatory frameworks often fail to consider 

the disparities between countries regarding their ability to collect, process, and monetize data. 

This may lead to a form of digital colonialism, wherein wealthier nations impose their 

standards and extract value from data generated in developing countries, thereby exacerbating 

existing inequalities (Faustino; Lippold, 2023; Silveira, 2021; Cassino, 2021). 

The phenomenon of digital colonialism in the Global South represents one of the most 

problematic dimensions of the contemporary data economy. The dynamic between developed 

nations of the Global North and developing countries of the Global South establishes a form 

of neocolonialism in which data become the new domain of extraction and domination. 

Corporations from the North — often represented by big tech companies — possess the 

capacity and power to extract value from the data generated by users in the Global South, 

perpetuating historical inequalities and creating new forms of economic and technological 

dependence (Harari, 2024, p. 485-491). 

The concept of data colonialism is essential for understanding digital extractivism 

which can be seen as a continuation of colonial practices. Big techs not only collect vast 

amounts of data but also control the means to process and monetize them — frequently 

without offering fair compensation or contributing to local development. This creates a 

scenario in which countries in the Global South serve merely as providers of digital raw 

material to be refined by advanced economies. The concept describes a reality where large 
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technological conglomerates act as digital prospectors, exploiting personal data as if it were 

an inexhaustible natural resource, with little regard for ethical implications or the depletion of 

privacy reserves. 

Amid the intensification of surveillance capitalism as a new logic of accumulation — 

based on predicting and modifying human behavior — data extracted from the Global South 

becomes a tool for refining algorithms and technologies that, paradoxically, are often 

unavailable or inaccessible to local populations. This exacerbates both technological and 

economic inequalities. In the data economy, such asymmetries are clear: “Technology 

producers care little about consumers in the Global South, except when receiving feedback to 

improve their own products or in pursuit of profitable niche markets” (Cassino, 2021, p. 29). 

Digital colonialism transforms data into a highly desirable, controllable resource whose 

access and use are determined by a small number of powerful actors — predominantly located 

in the Global North. Conversely, informational asymmetry reinforces a mindset of technical 

alienation in which there is an “active ignorance regarding how networks of technological 

creation, development, and usage function, sustained by the belief that there is no importance 

in understanding or mastering technological processes locally” (Silveira, 2021, p. 45). 

In this context, certain issues are obscured by a colonial mindset, such as: “the 

questioning of the belief that digital companies and platforms are neutral and do not interfere 

in our daily lives, except to serve us”; furthermore, “the interrogation of the notion that the 

use of technological platform structures has no negative local or national consequences, 

assuming that they merely comply with contractual terms”; also, “the assumption that the 

economic, political, and socially modulatory effects of massive data collection in the central 

countries of platformization are equivalent to those in peripheral countries”; and finally, “the 

inquiry into whether it is possible to pursue the development of local computational 

intelligence, algorithmic sovereignty, and technological knowledge as a shared public good” 

(Silveira, 2021, p. 36). 

Digital colonialism is sustained by a business model that views data not merely as an 

asset but as a primary resource for the development of new products, services, and 

competitive advantages. Mass data collection becomes a corporate imperative, where user 

consent is often reduced to a mere formality (Pessoa, 2018, p. 92). This continuous harvesting 

of detailed information about behaviors, preferences, and social relationships transforms 

human experience into a commodity — a source of profit. 
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The link between data extraction and economic power is reinforced by technological 

“awe” and the apparent gratuity of innovation, which often conceals the asymmetries and 

exploitations inherent in the data economy. As such, the infrastructure of the internet and 

digital platforms, controlled by big tech companies, fosters an unequal distribution of the 

benefits derived from global data traffic. While individuals generate data that fuel corporate 

profit engines, they rarely share in the resulting economic gains. 

This dynamic of digital colonialism also reflects and amplifies geopolitical inequalities. 

Countries in the Global South — often with less stringent regulations and developing 

technological infrastructures, or implementing data protection laws inspired by Global North 

contexts — become fertile ground for data exploitation by companies based in centers of 

global economic and technological power. This perpetuates historical patterns of exploitation 

and subjugation. 

Data extraction can thus be seen as an extension of colonial practices that seek not only 

material resources but also intellectual and cultural ones, aiming to homogenize and impose 

dominant values and belief systems (Fanon, 2005, p. 55-56). This imbalance underscores the 

urgent need to reexamine dominant business models in the tech sector and to pursue 

alternatives that more equitably distribute the benefits of the digital world to those who 

provide its raw material: personal data (Faustino, 2023, p. 53-55). 

Analyzing technological innovation as a counterpoint to digital colonialism leads to a 

consideration of the relevance of data protection legislation. In this context, the GDPR 

appears to endorse digital colonialism when it states that the free movement of personal data 

within the European Union is not restricted or prohibited for reasons related to the protection 

of individuals with regard to the processing of personal data (União Europeia, 2016). 

Notably, several countries have drawn inspiration from the European Union to develop 

their own privacy frameworks, adopting data protection standards similar to those set out in 

the GDPR. One of the requirements established by the GDPR for cross-border data flows is 

the necessity of an adequacy decision, determined by the European Commission. This has led 

many countries — including Brazil, Argentina, Uruguay, New Zealand, Japan, and even 

China — to align their regulatory frameworks with the European model (Pessoa; Limberger; 

Saldanha, 2023, p. 177-178). 

In Brazil, Law No. 13.709/2018, known as the LGPD, represents a significant step 

forward in Brazilian legislation concerning the right to personal data protection. Inspired by 

the GDPR, the LGPD reflects this influence and constitutes an effort to align the country with 
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international privacy and data protection standards within the broader context of data 

capitalism (Brasil, 2018).  

However, although the LGPD represents a foundational milestone in establishing a legal 

regime for data protection — aiming to empower users with control over their information — 

it must also be critically examined (Sarlet, 2021, p. 16-22). Despite the enthusiasm from some 

sectors regarding its alignment with the European regulatory model and Brazil’s perceived 

advancement in privacy protection, the LGPD faces unique challenges. These challenges stem 

not only from issues of privacy and technology but also from broader structural inequalities 

and the complexities of data capitalism and digital colonialism in the Brazilian 

socio-economic context. 

In the context of the Global South, the evolution of regulatory frameworks must take 

into account the risk of implementing decontextualized regulations that fail to reflect the 

specific realities of the region (Dussel, 2009). Striking a balance between adapting 

international best practices and developing innovative solutions tailored to local needs is a 

pressing challenge. It is therefore essential to question how the evolution of regulatory 

frameworks can influence not only the protection and processing of personal data but also the 

power and control that individuals hold over their digital information. 

O desafio para os países do Sul Global é, portanto, duplo: por um lado, devem buscar a 

proteção dos dados pessoais de seus cidadãos, o que muitas vezes significa alinhar-se aos 

padrões internacionais, normas corporativas globais e padrões técnicos comuns; por outro 

lado, devem manter sua soberania e a capacidade de promover o desenvolvimento econômico 

e tecnológico de acordo com seus próprios termos, sem sucumbir à pressão de se conformar a 

um modelo que pode não ser totalmente adequado às suas realidades. 

South–South cooperation also plays a vital role in this context, enabling developing 

countries to share knowledge, experiences, and strategies regarding data protection and 

privacy. This exchange can strengthen these countries’ positions in international negotiations 

and policymaking, while also fostering an alternative vision that contrasts with the dominant 

narrative of the Global North. By addressing local needs and particularities, data policies can 

be reshaped to empower citizens, support the growth of native technologies, and promote a 

digital ecosystem that is both inclusive and representative. 

Resisting externally imposed data regulation models does not mean rejecting the 

underlying values of data protection and privacy. On the contrary, it involves engaging in a 

critical dialogue with these models, questioning and reshaping them in ways that enhance 
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local capacities and promote digital autonomy. Thus, the right to personal data protection in 

the context of data capitalism and digital colonialism is not merely an economic issue but also 

one of social justice and human rights. 

The right to personal data protection, as both a legal concept and a regulatory practice, 

has taken on a global dimension, primarily influenced by models developed in the Global 

North, such as the GDPR. However, when it comes to countries in the Global South, it is 

crucial to recognize that simply importing regulatory frameworks conceived in different 

realities may not suffice to address local specificities and the challenges posed by data 

capitalism and digital colonialism (Pessoa; Limberger; Saldanha, 2023, p. 177-179). 

There is a need to explore the emancipation of the right to personal data protection in 

Global South countries through a decolonial and context-sensitive approach to technological 

advances. This notion suggests that the right to data protection must be transformed to reflect 

the unique socioeconomic, political, and cultural dynamics of these countries. Rather than 

being an imported and imposed concept, it should evolve into an instrument of empowerment 

and autonomy. 

The emancipation of the right to data protection, therefore, involves the creation of 

regulatory frameworks that not only shield individuals from abuses in the collection and use 

of their data, but also promote the digital sovereignty of Global South countries. This means 

developing policies that enable these nations to exercise control over their data, ensuring that 

it is used in ways that benefit their own societies and economies, rather than serving only 

foreign corporations or the interests of the Global North. 

In the Global South, the right to data protection should be understood as a dynamic, 

adaptable right that can withstand the pressures of digital colonialism and address the social 

inequalities generated by data capitalism. This calls for a critical perspective that challenges 

the assumptions underlying imported regulatory models and seeks, through law, to rebalance 

power within the global data economy. 

 

4 Conclusion 
 

The emergence of data capitalism represents a defining phenomenon of the 

contemporary digital era, reshaping the paradigm through which personal information is 

regulated, shared, processed, and monetized. The critical analysis developed in this article 

enabled a comprehensive exploration of a system that, inspired by regulatory models such as 
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the European Union’s GDPR, may inadvertently reinforce unbalanced power dynamics, thus 

characterizing a form of digital neocolonialism. 

What can be observed is the rise and consolidation of a data capitalism dominated by 

big tech companies — built upon the collection, processing, sharing, and commercialization 

of personal information — which often evades the protective intentions behind data protection 

frameworks. The European model, exemplified by the GDPR and widely adopted as a global 

regulatory reference, despite its aim to protect individuals, may fall short in addressing the 

complexities and specific needs of diverse socio-political and economic contexts, particularly 

in the Global South. 

Thus, the current regulatory model, heavily influenced by the GDPR and centered on 

the free flow of data, ultimately reinforces and legitimizes data capitalism. The notion of user 

control over personal data proves illusory within a digital economy dominated by big tech 

platforms. The analysis of Brazil’s LGPD highlighted how this legislation, though aligned 

with the European trend, offers an opportunity for critical reflection and adaptation to local 

realities — especially in the face of digital colonialism. 

In other words, Brazil’s data protection framework, by mirroring the European 

regulation, risks replicating the practices of data capitalism and digital colonialism. However, 

such adoption is not necessarily irreversible, as the LGPD can serve as a foundation for 

interpretation beyond mere imitation, fostering a more balanced dialogue between data 

protection and socioeconomic realities. 

This points to the need for a decolonial vision — one that reclaims autonomy and 

promotes digital sovereignty across Global South countries. In this sense, the emancipation of 

the right to data protection emerges not only as a challenge but as an urgent and necessary 

action to ensure that privacy becomes a genuine instrument of social and economic 

empowerment, capable of resisting the pressures of data capitalism and the evolving 

expressions of digital colonialism. 
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