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Resumo

O artigo discute a problemética do uso das novas tecnologias no 4mbito da salide. Ha a necessidade de serem observados o
direito & privaci & intimi dos ios, para preservar a constitucionalidade na aplicagao dos instrumentos disponiveis
de Inteligéncia Artificial, como ferramenta de otimizago ao acesso a salde, com o minimo sacrificio dos demais direitos
fundamentais, a partir da ideia de ponderacdo. Diante das mudangas de arquétipos de assisténcia médica, cujo apice ocorreu
no periodo da pandemia de Covid-19, diversos equipamentos eletrénicos foram operacicnalizados como facilitadores de
acompanhamento de atividades relacionadas ao enfrentamento de doengas e promogéo de bem-estar. Todavia, a aplicagéo
desses modelos tecnoldgicos inovadores deve ser vista com cautela, sob pena de ferir direitos fundamentais. Mediante
pesquisa exploratéria e bibliografica, analisam-se tecnologias voltadas ao desenvolvimento de politicas publicas para o
incremento da area médica, visando a produzir solugbes mais efetivas e seguras, preservando a salde como corolério
fundamental aos direitos humanos. Enfrenta-se a dificuldade de ponderar a protecao de dados sensiveis dos usudrios de
programas de | A, voltados para o acompanhamento médico, pela inexisténcia de regulamentacao propria. Ao final, constata-se
a existéncia de uma possibilidade concreta de mitigar os riscos inerentes a implementacgao de sistemas de salude baseados
em |A, para assegurar a manutencao dos beneficios de sua utilizagdo, ao mesmo tempo em que se resguardam direitos
fundamentais e garantias constitucionais, servindo como pardmetros normativos para construgdo de marcos regulatérios
eficazes e compativeis com a preservagdo da privacidade do usuario e com as inovagdes tecnolégicas na saude.

Palavras-chave: inteligéncia artificial; saude,; direito & privacidade.

Abstract

The article discusses the problem of the use of new technologies in healthcare. The right to privacy and intimacy of users
must be observed in order to preserve the constitutionality of the application of available Artificial Intelligence instruments, as
atool to optimize access to health, with the minimum sacrifice of other fundamental rights, based on the idea of weighting. In
view of the changes in healthcare archetypes, the peak of which occurred during the Covid-19 pandemic, various electronic
devices have been put into operation as facilitators for monitoring activities related to dealing with illnesses and promoting
well-being. However, the application of these innovative technological models must be viewed with caution, under penalty
of infringing fundamental rights. Through exploratory and bibliographical research, the article analyzes technologies aimed
at developing public policies to improve the medical field, with the aim of producing more effective and safer solutions,
preserving health as a fundamental corollary to human rights. The difficulty of weighing up the protection of sensitive data
from users of Al programs aimed at medical monitoring is addressed, due to the lack of specific regulations. In the end,
there is a concrete possibility of mitigating the risks inherent in the implementation of Al-based heaith systems, to ensure
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that the benefits of their use are maintained, while safeguarding fundamental rights and constitutional guarantees, serving
as a normative parameter for the construction of effective regulatory frameworks that are compatible with the preservation
of user privacy and technological innovations in health.

Keywords: artificial intelligence; health; right to privacy.

Resumen

El articulo analiza la problematica del uso de las nuevas tecnologias en el ambito de la salud. Es necesario observar los
derechos a la privacidad e intimidad de los usuarios para preservar la constitucionalidad en la aplicacion de las herramientas
disponibles de Inteligencia Artificial, como instrumento de optimizacion del acceso a la salud, con el minimo sacrificio de
los demas derechos fundamentales, a partir de la idea de ponderacién. Ante los cambios en los arquetipos de asistencia
médica, cuyo punto maximo se dio durante la pandemia de Covid-19, diversos dispositivos electronicos fueron utilizados
como facilitadores del seguimiento de actividades relacionadas con el enfrentamiento de enfermedades y la promocion del
bienestar. Sin embargo, la aplicacién de estos modelos tecnoldgicos innovadores debe ser vista con cautela, so pena de
lesionar derechos fundamentales. Mediante una investigacion exploratoria y bibliogréfica, se anaiizan tecnologias orientadas
al desarrollo de politicas puiblicas para el fortalecimiento del area médica, con el objetivo de producir soluciones mas eficaces
y seguras, preservando la salud como corolario fundamental de los derechos humanos. Se enfrenta la dificultad de ponderar
la proteccién de los datos sensibles de los usuarios de programas de IA orientados al sequimiento médico, debido a la
inexistencia de regulacién especifica. Finalmente, se constata la existencia de una posibilidad concreta de mitigar los riesgos
inherentes a la implementacion de sistemas de salud basados en IA, para asegurar el mantenimiento de los beneficios
de su uso, al mismo tiempo que se resguardan los derechos fundamentales y las garantias constitucionales, sirviendo
como parametros normativos para la construccion de marcos regulatorios eficaces y compatibles con la preservacion de
la privacidad del usuario y con las innovaciones tecnologicas en salud.

Palabras clave: inteligencia artificial; salud; derecho a la privacidad.

1 Introducao

Janao é de agora que se enfatiza que a protegao a satde, a qual se qualifica como direito subjetivo, inalienavel,
assegurado a todos pela Carta Maior (art. 5°, caput e art. 196), sempre prevalecera como norma a eclipsar essa
prerrogativa fundamental. Assim, qualquer dilema que cologue em colisdo normas de ordem constitucional, as quais
digam respeito a saude, em contraposi¢ao ao direito a privacidade/intimidade, deve ser sopesado de maneira a
assegurar uma interpretagdo que sobreleve o direito indeclinavel a salde, pois se trata de prerrogativa subjetiva
indisponivel, sendo garantida a generalidade das pessoas pelo proprio texto da Constituicde da Republica.

Na verdade, o presente artigo trata da aplicagao das Inteligéncia Artificial (IA) na seara da satde como forma
de implementar um significativo avango que nao pode ser desprestigiado pela governanga publica, com o fito de
que o Poder Publico, a quem incumbe néo s6 legislar sobre a matéria, como também implementar paoliticas sociais
e econémicas, o faga de maneira abrangente, imediata, e dissemine garantias amplas aos cidadéos.

Desse modo, a postergagéao, ou a tentativa de obstar a incorporagéo de inovagoes cientificas e tecnologicas
associadas a Inteligéncia Artificial, no campo da satide, configura uma conduta que pode comprometer o aproveitamento
de potenciais beneficios dessas tecnologias no aprimoramento dos servicos de saude e na efetivagao de politicas
publicas setoriais, pois o pretexto de que a privacidade e a intimidade estariam comprometidas nao subsiste. Isso
porgue ja existem mecanismos disponiveis para protegao de dados, especialmente os sensiveis, dentro da aplicagao
das proprias ferramentas tecnologicas a disposigao do Estado.

Assim, o trabalho em foco trata, na primeira segéo, sobre o direito a salde atrelado as potencialidades
trazidas pela IA, de modo a verificar os impactos positivos no sentido de alargar servigos e, com isso, assumir um
modelo assertivo de construgdo de novas perspectivas da governanga publica voltada para o bem-estar social.

Na segunda secéo, passa a verificar se o fornecimento de dados pessoais e de informagtes necessarias
para que haja o atendimento a saude da coletividade viola os dados sensiveis e de que modo estes podem ser
protegidos como forma de compatibilizar um atendimento eficaz e seguro sem violagao do direito & protecao de dados.

Inconteste que chegar a um ponto de equilibrio entre a saide e a protegao de dados pessoais nao é tarefa
facil, de modo que a solucdo a qual parece mais acertada imp&e que haja uma ponderagao de interesses, o que
sera trabalhado dentro desde segundo tépico.

E importante assinalar que a posigéo especial de alguns direitos, como é o caso do direito & satde, que por
isso ocupam o patamar de serem reputados fundamentais, faz com que sua protegao seja revisitada com maior

2 Pensar, Fortaleza, v. 30, n. 2, p. 1-14, abr.fjun. 2025




Gavernanga Publica e Inteligéncia Artificial na Saide: um Estudo Sobre Privacidade e Direilos Fundamentais

importancia em casos especificos, como o que se revela na hipétese do fornecimento de determinadas informagoes
pessoais, as quais estdo na esfera do direito a privacidade/intimidade, mas que merecem ponderagao.

Assim, a relativizagao de classicos conceitos juridicos, como é o caso do principio da privacidade e da
intimidade, é trazida ao debate para que o direito & salde tenha sua maxima efetividade com o objetivo de promover
o maior alcance dos direitos fundamentais. Vale dizer, a aplicagdo das novas tecnologias trazidas pela IA deve
ser utilizada no ambito da sadde de acordo com as exigéncias impostas pela lei de maneira a harmonizar esses
interesses com a privacidade dos usuarios dos servigos publicos.

Indubitavel, portanto, chegar a conclusao que incumbe ao Poder Publico atuar de maneira positiva e promover
a concretizagao do direito a satide com o devido sopesamento de outros direitos que possam caminhar em sentido
inverso. Tudo isso com base na necessaria evolugao de politica e governanga publica em matéria de realizagao
dos direitos fundamentais ja citados.

Busca-se analisar o direito & salide no seu atual contexto, frente aos avangos tecnolégicos decorrentes da
aplicacdo da Inteligéncia Artificial, incluindo a obrigagao do Estado de adaptar-se de forma a compatibilizar os principios
constitucionais com a tutela dos dados pessoais, nos termos do arcabougo normativo vigente, e procurar harmonizar
com a protegao de dados pessoais, bem como avaliar a necessidade de eventual regulamentagao especifica.

Os objetivos especificos do presente artigo sdo: a) inventariar como a Inteligéncia Artificial inovou no campo
do direito & saude, cuja base legal tem sustentaculo constitucional como direito fundamental social, refor¢cando
o seu status de conteudo imediato e necessario cumprimento, e nao como mera diretriz; b) analisar a base
epistemologica da eficacia horizontal dos direitos fundamentais nas relagées com Poder Publico, em especial na
ponderacao de interesses entre o direito a salide e privacidade/intimidade, haja vista que os dados e informacoes
pessoais fornecidas pelo usuario ao acessar os diversos sistemas tecnolégicos postos a disposicdo devem ser
preservados; ¢) avaliar os parametros de aplicagéo dos direitos fundamentais nas relagées com o Poder Publico
e a efetivacdo do dever da Governanga Publica de expandir suas politicas publicas de salde, para garantir uma
sociedade mais justa e solidaria sem pér em choque direitos fundamentais da privacidade/intimidade e da salde.

A andlise do trabalho se faz com base no levantamento e na compreenséao dos principais argumentos e
contra-argumentos utilizados como sustentagéo para a consolidagao do parametro de promogao da expanséao do
direito a satde, de maneira integral em pleno século XXI, e com vias de alcangar um campo cada vez mais proficuo
para o usudrio. Para tanto, o Poder Publico nao pode se esquivar de sua readequacéo no sentido de garantir o
acesso a saude sem prejuizo a protegao de dados.

Arelevancia da pesquisa consiste em identificar a contribuicdo da Inteligéncia Artificial no ambito da salude
e sua correlata repercussao quando observada na perspectiva da Governanga Publica e da necessaria protecao
aos direitos fundamentais da privacidade e da intimidade.

Para tanto, adota-se a pesquisa bibliografica e documental. O referencial tedrico & construido com base em
pesquisas junto ao portal de periédicos cientificos da Capes, por intermédio do acesso CAFE, acessando a base
de dados da web of Science, além de consulta aos periddicos especializados do portal Revista dos Tribunais,
plataforma Redalyc e pesquisa bibliografica do tipo qualitativa. A busca foi realizada com a utilizagao das seguintes
categorias: Inteligéncia Artificial; Direito a saude; Privacidade; Ponderagao de principios.

Trata-se, pois, de uma ratificagao do direito a satude a ser revisitado pelo uso da Inteligéncia Artificial, o qual
interfere sobremaneira nas politicas publicas desse segmento, uma vez que a promogéo de servigos de prevengao
e promogao da salude manuseia, inexoravelmente, dados sensiveis.

Assim, o Poder Publico passa a ter um viés diferenciado no que concerne a compatibilizagao da efetivagao
da saude e da protecao de dados, ndo podendo recrudescer em nenhum desses campos.

O tema em debate traz como pressuposto que a Inteligéncia Artificial pode contribuir na execugao de uma
Governanca na area de saude publica de maneira mais efetiva, que nao limita a fornecer o servigo tradicional de
prevencao e tratamento de salide, mas deve langar bases para um atendimento condizentes com as expectativas
meédicas que estao em evolucdo e aprimoramento. Tudo isso respeitando as providéncias administrativas, técnicas
e de gestao esperadas para que se mantenha a salde e a privacidade dos cidadaos protegidos pelos comandos
constitucionais.

Nessa senda, destaca-se, nas consideragdes finais, como é de suma importancia a aplicagao da Inteligéncia
Artificial no ambito da saGde, de modo a tornar a atuagao estatal mais efetiva ao cidadao. Incumbe ao Poder
Publico gerar, em favor das pessoas, tecnologias cada vez mais aprimoradas para conduzir a governanca publica
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por caminhos de respensabilidade no tratamento dos dados relativos aos servigos de satde, o que deve ser feito
por politicas publicas que acompanhem os avangos trazidos pelo uso da IA.

2 0 uso da Inteligéncia Artificial e seu avango no ambito da satde

A saude foi consagrada constitucionalmente no artigo 6° da Constituicao Federal como direito social.
Qualifica-se como um direito subjetivo, inalienavel e assegurado a todos de maneira universal tanto em relagao a
promogao, como protecdo e recuperacéo (Brasil, [2023], art. 196). Trata-se de um direito fundamental de segunda
geragéao associado a um imperativo da solidariedade social, cuja dindmica consiste em obrigagées prestacionais
das quais o Poder Publico nao pode se desvincular.

De acordo com Canotilho (1993), Sarlet e Figueiredo (2008), a existéncia desse direito social possui dois
efeitos: um positivo, segundo o qual todos (sem limitagao aos brasileiros) possuem o direito subjetivo a prestacao
dos servigos de salude pelo Estado, conforme estabelecido constitucionalmente, bem como sob o viés negativo
(no sentido de defesa), mediante o qual nao é possivel que o poder estatal obstrua o alcance ao direito a salde,
devendo, quando for o caso, realizar o controle de constitucionalidade de normas e de decisées que afrontem os
objetivos materiais da Constituicao.

A impostergabilidade da efetivacdo desse direito tem viés tao forte e vinculante que nenhum interesse do
Estado pode minimizar sua efetivagéo. Ao contrario, as politicas publicas devem promover o desenvolvimento tanto
da saude no seu aspecto de aperfeigoar o tratamento, bem como atuar no cuidado preventivo, com o objetivo de
tornar o cidadéo livre da doenga antes que ele a desenvolva, seja por meio de politicas sanitérias, seja a partir de
um diagnéstico precoce e bem-feito, como no tratamento curativo por meio de técnicas cirirgicas mais avancadas
e remédios que tenham eficdcia mais rapida e combativa da doenga.

Dentro desse contexto, € imperioso destacar a importancia da hermenéutica constitucional, que assume
especial relevo quanto a concretizacdo da salde, pois se liga diretamente ao direito a vida e a prépria dignidade
humana. Portanto, as politicas publicas desenvolvidas na area da saude devem focar, repita-se, para todas as
perspectivas: a preventiva, a terapéutica e a curativa a fim de promover uma cobertura integral, tal qual extraido do
conceito trazido pela Organizagdo Mundial de Satde (OMS), a saber: “satde é um estado completo de bem-estar
fisico, mental e social € ndo apenas a auséncia de doenga ou enfermidade™ (OMS, 1948).

Facil constatar que o direito a salde é garantido aos cidadaos por meio da obrigagao do Estado de adotar
medidas necessdérias para prevenir e tratar as doengas epidémicas e todos os entes plblicos devem aderir as
diretrizes da Organizagdo Mundial da Salide, nao apenas por serem elas obrigatérias nos termos do Artigo 22 da
Constituigdo da Organizagao Mundial da Sadde (Decreto 26.042, de 17 de dezembro de 1948), mas sobretudo porque
consta no texto constitucional, cuja busca da efetividade & necessaria para dar plena eficacia ao direito & satde.

Cumpre salientar que o Positivismo, corrente filoséfica surgida na Franga no inicio do século XIX, exerceu
significativa influéncia na consolidagcao do método cientifico como fundamento para a organizagao do conhecimento
e das estruturas sociais. Difundido por Auguste Comte, seu principal expoente, o Positivismo defende a centralidade
da ciéncia empirica e da racionalidade técnica como instrumentos de progresso. Tal legado permanece atual,
especialmente diante do expressivo avango das tecnologias baseadas em Inteligéncia Artificial, as quais se
inserem no mesmo paradigma de busca por solugdes mais eficazes, fundamentadas em evidéncias e orientadas
por critérios objetivos e verificaveis.

Impossivel, dessa maneira, ignorar o avancgo que as tecnologias trouxeram para a sociedade e os novos
modelos de produgéo, especialmente na area de saude. Assim, por meio de diversas pesquisas, estudos e métodos,
a ciéncia nao para de agregar valor a satde e melhorar a qualidade de vida das pessoas, proporcionando solugdes
cada vez mais pujantes e inimaginaveis, que podem contribuir para que os diagnésticos e dados figuem mais
claros e aptos para a solugéo de problemas, ndo s pela comunidade médica como também para a Governanga
Publica, que vai identificar nestes elementos estatisticas a serem utilizadas para a computagao de volumes e
indicacao de diretrizes na condugao das politicas publicas e capazes de propor acoes que vao atender as reais
necessidades dos cidad&os.

Para tal finalidade, a aplicagao de medidas tecnologicas disponiveis no mercado & imprescindivel dentro do
citado contexto, dai porque € inegavel que a Inteligéncia Artificial (IA) assume especial relevancia, pois a performance

1 Desde 1948, quando entrou em vigor a Constituigdo da Organizagdo Mundial da Saide, a OMS utiliza o citado conceito de sadde.
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do conhecimento tecnolégico aplicado a ciéncia e a medicina traz profundas e essenciais mudangas que colaboram
indubitavelmente para a evolugdo em todos os campos de atuagao da salde.

Nesse momento, para fins de compreensée do tema em exame, ¢ forgoso conceituar o termo “Inteligéncia
Artificial”, o qual se refere a capacidade de uma maquina realizar atividades de uma forma considerada inteligente
associada a agdo do proprioc homem. Trata-se de um dispositivo tecnolégico que consegue simular habilidades
humanas como a andlise, o raciocinio e a percepgdo nas mais diversas areas. Lobo (2017) descreve a |A como a
simulagao da habilidade humana que possibilita o raciocinio frente a situagdes cotidianas que exijam a tomada de
decisdes, a fim de reproduzir a rede neural humana de maneira artificial.

Atualmente, é possivel perceber a aplicagao da Inteligéncia Artificial nos programas de computadores, que
se utilizam de um sistema amplo por meio do qual o usuério pode acessar jogos, ter contato com o assistente
virtual de voz para a realizagao de tarefas, controlar aplicativos de seguranga, dentre outros, ganhando destaque
principalmente na area na saude com o fornecimento de diagnésticos médicos virtuais, tomada de decisées para
evitar erros médicos, prontudrio eletrénicos, cirurgias por robética, andlise de dados de pacientes, diagnésticos mais
completos em menor quantidade de tempo e a partir de maquinas mais modernas e com analises mais precisas
de imagens e dados, entre outros.

Para cumprir o desiderato constitucional quanto a plena efetivacao do direito & salde, assim como as diretivas
da OMS, as novas tecnologias sao importantes aliadas da governanga publica, ja que o uso dos mais diversos
equipamentos e técnicas atreladas ao uso Inteligéncia Artificial no &mbito da salde serve para favorecer a criagao
e expansao de politicas publicas, alinhadas a integralidade do conceito ja referido pela OMS.

Dentro dessa perspectiva, a referida organizagéo, por meio de relatério expedido sobre os desafios e riscos
do uso da Inteligéncia Artificial na salde, elencou seis principios que visam a garantir o bom funcionamento do
uso da IA para garantir que esta desempenhe papel funcional em todos os paises, de maneira a limitar os riscos
e ampliar as possibilidades de expansao de mecanismos da citada tecnologia como base para a regulamentacgao
pela governanga publica, a saber:

1. Proteger a autonomia humana: no contexto da atencéo a saude, isso significa que os seres
humanos devem permanecer no controle dos sistemas de saude e das decisdes médicas; privacidade
e confidencialidade devem ser protegidas e os pacientes devem dar consentimento informado vélido
por meio de estruturas legais apropriadas para protegao de dados.

2. Promover o bem-estar e a seguranga humana e o interesse publico: Os projetistas de tecnologias de
inteligéncia artificial devem atender aos requisitos regulamentares de seguranga, preciso e eficacia
para casos de uso ou indicagdes bem definidos. Devem estar disponiveis medidas de controle de
qualidade na prética e melhoria da qualidade no uso de IA.

3. Garantindo \cia, explicabilidade e inteligibilidade: Atransparéncia requer que informacgées
suficientes sejam publicadas ou documentadas antes do projeto ou implantagao de uma tecnologia de
inteligéncia artificial. Essas informacdes devem ser facilmente acessiveis e facilitar a consulta publica
significativa e o debate sobre como a tecnologia & projetada € como deve ou nao ser usada.

4. Promovendo responsabilidade e prestagdo de contas: Embora as tecnologias de inteligéncia artificial
executem tarefas especificas, é responsabilidade das partes interessadas garantir que sejam usadas
nas condicdes apropriadas e por pessoas devidamente capacitadas. Mecanismos eficazes devem estar
disponiveis para questionamento e reparacao de individuos e grupos que sdo adversamente afetados
por decisdes baseadas em algoritmos.

5. Garantir incluso e equidade: Ainclusdo requer que a inteligéncia artificial para a salde seja projetada
para encorajar o uso e acesso equitativos mais amplos possiveis, independentemente de idade, sexo,
género, renda, raca, etnia, orientagdo sexual, capacidade ou outras caracteristicas protegidas por
cadigos de direitos humanos.

6. Promover inteligéncia artificial que seja responsiva e sustentavel: Designers, desenvolvedores
e usuarios devem avaliar de forma continua e transparente os aplicativos de |A durante o uso real
para determinar se esta responde de forma adequada e apropriada as expectativas e requisitos. Os
sistemas também devem ser projetados para minimizar suas consequéncias ambientais e aumentar
a eficiéncia energética. Governos e empresas devem abordar as interrupgdes previstas no local de
trabalho, incluindo capacitagdo para profissionais de salde para se adaptarem ao uso de sistemas
de inteligéncia artificial e possiveis perdas de empregos devido ao uso de sistemas automatizados
(OMS, 2021, p. 12-14).
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Outro importante ponto que merece destaque para compreenséao do trabalho em foco é o grande avango
cientifico, trazido pelo séculoe XXI, que assumiu especial proeminéncia devido aos avancos na seara da salde,
especialmente durante a pandemia de Covid-19.

No citado periodo, ocorreu um impulse impressionante na pratica da medicina, da ciéncia e da tecnologia,
que caminha em real harmonia com Inteligéncia Artificial no sentido de salvar vidas e, paraisso, algumas demandas
tiveram maior relevo, tais como: desenvolvimento de vacinas, técnicas de atendimento a distancia, monitoramento
remoto de paciente, resultados clinicos mais rapidos e precisos, receitas e pedidos médicos por receituarios
eletrénicos, coleta de dados da doenga quase que em tempo real, dentre outros exemplos.

H4, ainda, sistemas que usam dados de pacientes para: ajudar a identificar sintomas e doengas que podem
ser dificeis de detectar pelos médicos; ajudar a desenvolver drogas potenciais mais rapidamente e com maior
precisao; realizar monitoramento de sinais vitais em tempo real; administrar a dosagem precisa da medicagéo para
o tratamento da doenga, com significativa diminuigao de erros médicos; promover o mapeamento digital de areas
do corpo humano, para realizagao de cirurgias menos invasivas; monitorar o avango de doengas e a correlata
distribuicdo de mediac&o para tratamento; verificar dados sanitarios e epidemiologicos. Esses s&o também alguns
exemplos de proeminéncia do assunto.

Frisa-se que os esforgos empregados a época tinham como objetivo galgar mais eficacia no &mbito da satde
no menor espaco de tempo possivel para lograr salvar vidas enquanto o mundo ansiava por uma solugao, ja que
nao havia um padrao de controle de propagacéao da doenga ou remédio para combater o virus.

Desse modo, a |A € utilizada em diagnésticos médicos e tratamentos, tais como: pungdes guiadas, cirurgias
por robética, controle de leitos, imagens e laudos mais precisos fornecidos pelas préprias maquinas, entre outros
tantos exemplos. Assim, & imperioso concluir que a pandemia de Covid-19 foi um fator propulsor de grande expansao
da |A no ambito da satde.

Portanto, as ferramentas de Inteligéncia Artificial servem, no contexto atual, para identificar relagdes significativas
em dados brutos com potencial de serem aplicadas em diversos campos da medicina, seja na area fim, como também
na tomada de decisdes operacionais e financeiras na gestdo da salde, tais como: geréncia hospitar, controle de
alta médica, ocupagao de leito, realocagio de paciente em diversos centros de tratamentos médico-hospitalar, de
modo a tornar mais equacionada a aplicagao de recursos.

Ou seja, diversos sao os mecanismos de utilizagao de tecnologias que podem ser utilizados pela |A no campo
da sadde e que geram resultados positivos, capazes de produzir decisdes, bem como apresentar solugdes para o
gestor no momento de conduzir as politicas publicas no ambito da salde e que tendem a evoluir.

Nesse sentido, é preciso reconhecer que a Inteligéncia Artificial € poderosa aliada da governanga publica,
vez que muitos dos dados obtidos viabilizam o incremento de programas, que ja estio disponiveis e outros que
futuramente poderao ser desenvolvidos de acordo com as necessidades dos cidadaos, tudo isso para que o Estado
cumpra o seu mister.

A partir da premissa de que as politicas publicas sao criadas por fatores objetivos para a promogao de
direitos e garantias, alinhados no texto constitucional, é inexoravel concluir que os dados galgados a partir das
novas tecnologias caminham lado a lado para criar, incrementar e aprimorar projetos em prol da saude.

Aevolugao tecnoldgica trazida pela IA se propde a promover solugoes para situagoes que merecem o devido
enfrentamento por parte do Estado para atender a todos os cidadaos, especialmente quando a matéria diz respeito
a uma tematica tao sensivel e fundamental como a salide e a qualidade de vida, uma vez que ambas se encontram
umbilicalmente ligadas a efetivagao de direitos fundamentais e, em dltima analise, a propria cidadania.

Nessa toada, a utilizacao da IA usa mapeamento por algoritmos capazes de mostrar indicadores de salde,
assim como numeros para tragar estatisticas para politicas sanitarias, definir padrao de modulacdo de comportamento
(tais como: uso de celular, aplicativos, consultas virtuais, entre outras), o que facilita a captagao de dados para a
implementagao de projetos de salide mais bem desenvolvidos por parte do Estado, o qual sabera onde e como
aplicar os recursos publicos, ja que os dados concretos das necessidades estao a disposicdo do Poder Publico
que utilizar aquela determinada tecnologia em prol da sociedade.

Em verdade, a governanga publica tem, entre os seus pilares, a eficiéncia e, como tal, é impossivel deixar
de tratar acerca do aperfeicoamento de politicas publicas com vistas a alcancar uma melhor gestao da saude,
de maneira que os investimentos em novas tecnologias fagam parte do orcamento e contribuam para uma
gestdo equacionada de acesso da populagdo a uma protecédo estatal mais instrumentalizada por mecanismos de
democratizacao do acesso as tecnologias de informagao e comunicagao (TICs), com énfase no papel do Estado
na garantia dos direitos a salde, a vida e a igualdade de tratamento a populagao.
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Com efeito, consegue-se, assim, um resultado mais eficiente da qualidade do atendimento, otimizando o
tempo e o custo, pois a concentragao das maquinas e aparelhos em uma unidade médica especializada potencializa
um diagnéstico mais rapido, seguro e menos passivel de erro, ja que o tempo & um fator decisivo na elaboragao
de diagnoésticos e combate a doencas.

A concretizagdo de um direito impostergavel como a salde demanda do administrador plblico respeito a
uma ética juridica que esta associada aos imperativos da solidariedade social e, em (ltima analise, a dignidade da
pessoa humana. Portanto, a prestagao que se espera da Governanca Publica é sempre positiva e responsavel,
de modo a obediéncia aocs comandos da Constituicdo Federal, especialmente no sentido de observar os direitos
fundamentais, conforme os principios elencados pela OMS e ja citados nas linhas anteriores.

Assim, a Inteligéncia Artificial surgiu e se aprimora nos ultimos anos como um agente agregador de valores
para ser utilizado pelo Estado. Uma vez que a Governanga Publica pode utilizar a IA a seu favor, pois esta tem o
bénus de processar dados por meio de algoritmos que tendem a se aperfeicoar pelo seu préprio funcionamento
(o denominado self feaming — em uma tradug&o livre: autoaprendizado) e a propor hipéteses diagnosticas cada
vez mais precisas. Nesse sentido, observa-se que a utilizagao de sistemas pode simular com perfeigao a mente
humana, com sinapses e logica, mas na duragao de milésimos de segunde e com uma atuagao extraordinaria e
ampla (Cardin; Cezelatto; Oliveira, 2022).

Por obvio, tudo isso requer uma continua preocupacao com a qualidade da formagao médica, assim como
a percepcaoc de que o profissional da drea de satde nao € dispensavel. Ao contrério, é assente o entendimento de
que o contato entre 0 médico e o paciente ainda & o mais importante agente terapéutico, ndo so pela orientagao que
da ao paciente como também pela interpretagéo dos resultados e pelo contato humano fundamental para atender
as necessidades, duvidas e inquietagoes que o doente demanda, e isso nenhuma maquina substitui. Levando em
consideragao essa singularidade do homem, na expressao de Arendt (2009), que o permite ser igual e diferente,
na paradoxal pluralidade de seres singulares, € possivel inferir que a maquina nao substituird o homem.

E imperioso destacar que o uso da Inteligéncia Artificial no campo da satde causa preocupagio em muitos,
inclusive nos organismos internacionais, com especial destaque para a Organizagao Mundial de Salde, a qual,
imbuida no intuito de orientar instituicdes e governos, elaborou um documento sobre Etica e Governanga de
Inteligéncia Artificial para a Saude (OMS, 2021), que é fruto de “dezoito meses de deliberagdo promovida entre os
principais especialistas em ética, tecnologia digital, direito, direitos humanos, bem como técnicos dos Ministérios
da Salde” (Rodrigues, 2022, p. 134).

A citada Orientagdo da OMS avancga na adogao de IA no que diz respeito a producdo de medicamentos e
afirma que, “nas duas préximas décadas, com o auxilio da |A, sera possivel facilitar a descoberta e desenvolvimento
de novos medicamentos e, possivelmente, em breve, os testes de medicamentos serdo virtuais”. Vale dizer que,
em um futuro préximo, estaria dispensada a participagao de animais e pessoas em testes, vendo, assim, “surgir a
medicina de precisao ou cuidados com a salde adaptados individualmente aos genes, estilo de vida e ambiente
de uma pessoa” (Rodrigues, 2022, p. 134).

At present, drug developmente is led either by humans or by Al with human oversight. In the next two
decades, as work with the machines optimized, the role of Al could evolve. Computing is starting to facilitate
drug development by finding novel leads and evaluating wheter they meet the criteria for new drugs,
structuring unorganized data from madical imaging, searching large volumes of data, including heath-care
records, genetics data, labratory tests, the Internet of Things, published literature and other types of heath
big data to identify structures and features, with recreating the body and its organs on chips (tissue chips)
of Al analysis (39,42). By 2040, testing of medicine might be virtual — without animals or humans — based
on computer models of the human body, tumours, safety, efficacy, epigenetics and others parameters.
Prescription drugs could be designed for each person. Such efforts could contribute to precision medicine
or heath care individually tailored to a person’s genes, lifestyle and environment (OMS, 20212).

2 Atualmente, o desenvolvimento de medicamentos & liderado por humanos ou por IA com supervisdo humana. Nas préximas duas décadas, a
medida que o trabalho com as magquinas for ofimizado, o papel da |A podera evoluir. Acor A0 esta afadilitaro imento de
medicamentes, encontrando novas pistas e avaliando se elas atendem aos critérios para novos medicamentos, estruturando dades nao organizades
de imagens médicas, pesquisando grandes volumes de dados, incluindo registros de saide, dados genéticos, exames laboratoriais, a Internet das
Coisas, literatura publicada e outros tipos de big data em salde para identificar estruturas e caracteristicas, com a recriagao do corpo e seus érgéos
em chips (chips de tecido) para andlise de |A (39,42). Até 2040, os testes de medicamentos poderao ser virtuais — sem animais ou humanos — com
base em modelos computacionais do corpo humano, tumores, seguranca, eficacia, epigenética e outros pardmetros. Medicamentos prescritos poderdo
ser projetados para cada pessoa. Tais esforgos poderdo contribuir para a medicina de precisio ou cuidados de sa(de adaptados individualmente
aos genes, estilo de vida e ambiente de cada pessoa (OMS, 2021).
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O surgimento da internet ressignificou os dados, os quais se tornaram bens valiosos, o que inexoravelmente
leva a privacidade a ser objeto de atengao especial. Nesse sentido, importante destacar as ligoes de Campilongo
(2013), o qual afirma que a garantia de privacidade, considerada isoladamente, nao constitui nenhuma regra precisa
que impeca a circulagao de informagdes — inclusive os dados pessoais —, uma vez que nao se podem desconsiderar
os contextos social e institucional nos quais se encontra historicamente inserida para limitar o acesso dos dados.

Impossivel, portanto, deixar de ressaltar que a Inteligéncia Avrtificial trouxe beneficios incalculaveis para a
seara da salde, uma vez que torna exitosas diversas praticas e facilita a compreensao de resultados, os quais nao
so melhoram a detecgao de doengas, como o inicio precoce de tratamento, facilita a analise de exames, possibilita
a realizagao de politicas publicas mais direcionadas, permite ao administrador publico medidas regulatérias mais
eficientes, conforme anteriormente exposto.

N&o obstante, tudo isso implica fomecimento de dados pessoais, muitas vezes sensiveis, cuja compatibilizagao
com o direito a privacidade e intimidade necessita de uma reflexdo a partir de uma ponderagao de primados
constitucionais, o que sera feito no tépico seguinte.

3 Os desafios da aplicagdo da Inteligéncia Artificial em razdo do manuseio de dados
sensiveis e o direito a privacidade

Assim como a maioria dos ambitos da politica social, a satide publica tem sido tradicionalmente considerada
uma area sensivel, em que o Estado frequentemente & a instancia dominante de organizagao e fornecimento
de politicas relacionadas (Riggirozzi, 2020). A chamada internet of medical things é a expressao utilizada para
apontar o uso de objetos inteligentes na area da saude, com o objetivo de promover um diagnostico mais célere
e a possibilidade de monitorar o paciente a distancia (Sarlet; Mendes, 2020).

A utilizagao da Inteligéncia Artificial no &mbito da salde nao se esgota no diagnéstico, tendo em vista o
fornecimento dos dados para acompanhar a evolugao do paciente no cuidado médico, a exemplo da administragao
do tratamento pelo préprio paciente, bem como por meio da utilizagao de aplicativos com vistas ao gerenciamento
de medicagéo, dentre outros aspectos, todos com o intuito de auxiliar o protocolo do tratamento da melhor maneira
possivel (Rodrigues, 2022).

Faz-se mister ressaltar a relevancia inquestionavel do uso da telemedicina, sobretudo diante da pandemia
de Covid-19, possibilitando o contato remoto mediante canais de comunicagéo diversos.

Nesse sentido, ao reconhecer a importancia desta nova realidade, o Conselho Federal de Medicina (CFM)
editou a Resolugao n° 2.314/2022, destacando a inovagéo e o desenvolvimento de novas tecnologias digitais de
informacgéo e comunicagéo que facilitam o intercambio de informacgéo entre médicos e entre médicos e pacientes.
Por outro lado, frisou a necessidade de assegurar os preceitos éticos e legais envolvidos (CFM, 2022).

AResolugao em comento determinou que o médico que utilizar a telemedicina, ciente de sua responsabilidade
legal, deve avaliar se as informagoes recebidas sao qualificadas, dentro de protocolos rigidos de seguranga digital
e suficientes para a finalidade proposta. No que diz respeito ao paciente, as suas informagdes s6 podem ser
transmitidas a outro profissional com prévia permissdo, mediante seu consentimento livre e esclarecido e com
protocolos de seguranga capazes de garantir a confidencialidade e integridade das informagées (CFM, 2022).

Convém asseverar que durante tode o atendimento por telemedicina deve ser assegurado consentimento
explicito, no qual o paciente ou seu representante legal deve estar consciente de que suas informagoes pessoais
podem ser compartilhadas e sobre o seu direito de negar permissao para isso, salvo em situagao de emergéncia
médica (CFM, 2022).

Em 2020, médicos, enfermeiros e demais profissionais de salde elaboraram um documento no intuito de
fornecer recomendacdes e orientar o atendimento por parte dos funcionarios, para possibilitar melhor comunicacao
no cenario da pandemia. Assim, estabeleceu-se um protocolo de visita virtual, visando a manter o vinculo de
apoio psicoldégico ao paciente ao longo da internagao, diante da auséncia de visitas presenciais, fazendo uso de
tecnologias disponiveis e Inteligéncia Artificial para tanto (Crispim et al., 2020).

Ante o uso disseminado da Inteligéncia Artificial e compartiihamento de informagdes, mormente no contexte
da saude, surgiu a inquestionavel necessidade de ampliar e consolidar a regulamentagao normativa, com vistas a
garantia da ética e da privacidade no tratamento dos dados pesscais e sensiveis.
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Ora, nao ha duvidas de que o uso adequado de dados no cendrio da salide publica pode gerar interesse
publico, contudo, para garantir o bem publico devem existir regras e regulamentos bastante claros. Os dados de
saude publica tém algumas caracteristicas de bem publice, ja que pedem melhorar a satide coletivamente, mas,
por outro lado, os dados de saude individuais s&o informagoes pessoais sensiveis. Assim, os agentes de tratamento
de dados devem fornecer evidéncias convincentes de que suas pesquisas podem criar um bem publico maior que
o risco existente (Instituto de Defesa de Consumidores [IDEC], 2022).

Destarte, merece ser destacado que o histérico familiar, o sistema imunolégico, o uso de medicagoes, de
alcool e drogas; assim como o ambiente social e padréao comportamental sdo exemplos de tipos de dados pessoais
que podem render inputs por meio do uso de Inteligéncia Artificial, proporcionando avangos na assisténcia de saude.
Entretanto, em um contexto sem regulamentagao, com auséncia de transparéncia e ética, é possivel que exista
violagao de privacidade, e o uso de dados pessoais de salde das populagoes podera acentuar a discriminagao, a
desigualdade e encarecer o acesso (IDEC, 2022).

A Constituigio Federal determina, em seu art. 5°, inciso X, que s&o inviolaveis a intimidade, a vida privada, a
honra e aimagem das pessoas, sendo assegurado o direito a indenizagao pelo dano material ou moral decorrente
de sua violagao (Brasil, 1988). Evidentemente, a atividade de coleta, tratamento e armazenamento de dados,
especialmente na seara da salde, que envolve sobretudo dados sensiveis, € uma atividade de elevado risco, pela
possibilidade de vazamento e exposigao indevida de tais dados sem o consentimento do titular.

Ao lado do direito a intimidade e privacidade, a exposigao impropria de dados macularia os direitos da
personalidade e a propria dignidade da pessoa humana, um dos fundamentos da Republica brasileira.

O direito a privacidade assumiu novos delineamentos a partir da sociedade da informacéo, conferindo ao
individuo a possibilidade de conhecer, fornecer e suspender o compartilhamento de seus dados pessoais, mediante
consentimento direto.

Destarte, a luz do direito a privacidade e a intimidade, é possivel afirmar que os dados pessoais, especialmente
no ambito da satde, consubstanciam informagdes de carater personalissimo, capazes de identificar e determinar
o seu titular, possuindo, ainda, valor politico e também econdmico. Ao admitir o tratamento de dados relacionados
a saude, deve o poder publico garantir que seja realizado por profissional devidamente habilitado, sujeito a sigilo
meédico, ou obrigado a segredo profissional de satde, garantidas ainda as medidas de seguranga da informagao
(Caldeira, 2021).

No que diz respeito a inovagao, transformagao digital e uso de dados, faz-se preciso englobar as politicas
que versam sobre ciéncia, tecnologia e inovagao de salde, além das politicas de desenvolvimento econémico-
social, sem olvidar do aspecto juridico.

Nessa esteira, a Lei Geral de Protegao de Dados (LGPD) afigura-se como marco decisivo na protecdo da
liberdade, privacidade e da posig¢do do individuo na condugéo das suas informagdes, enquanto titular dos seus
proprios dados pessoais.

A publicagao da LGPD fez parte de um movimento mundial de preocupagao em relagdo ao tema e sobre o
papel que o Estado deve desempenhar, com inspiracdo na General Data Protection Regulation (GDPR), proveniente
da Unido Europeia.

Acerca da abrangéncia, areferida lei estabelece os principios, direitos e deveres que deverao ser observados,
daqui para frente, no tratamento de dados pessoais, aplicando-se a qualquer operacao de tratamento de dados
pessoais, seja por pessoa fisica ou juridica, de direito publico ou privade, independentemente do meio, pais de sua
sede ou pais onde estejam localizados os dados, estabelecendo regras sobre a coleta, tratamento, armazenamento
e compartilhamento de dados pessoais administrados por organizagoes (Brasil, 2018).

A Lei Geral de Protegédo de Dados, em seu artigo 5°, inciso I, define o conceito de dado pessoal sensivel como
sendo aquele de origem racial ou étnica, convicgao religiosa, opiniao politica, filiagao a sindicato ou a organizagéo
de carater religioso, filosofico ou politico, dado referente & saide ou & vida sexual, dado genético ou biométrico,
quando vinculade a uma pessoa natural (Brasil, 2018).

Por conseguinte, tanto os profissionais como as instituicoes envolvidos no tratamento de dados de saude
das pessoas precisam estar atentos as normas estabelecidas na LGPD, no intuito de desenvolver e propagar a
cultura do direito a privacidade, por meio da implementagao de uma politica de seguranga de dados para proteger as
informagdes pessoais e sensiveis dos individuos e também para atender as solicitagdes dos titulares de tais dados.
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Especificamente na area da salde, faz-se necessério adaptar as rotinas e procedimentos de clinicas e
consultérios médicos e hospitais, privados e publicos, com o objetivo de implementar as disposigoes da LGPD, a
exemplo da informagao aos pacientes (titulares) dos dados submetidos ao tratamento, a finalidade especifica, a
manutengao dos registros e cautelas adotadas para a protegao de tais dados, pois a grande maioria diz respeito
a informagodes sensiveis.

E de suma importancia adotar procedimentos que previnam o vazamento de dados, além da defini¢io
de condutas internas para que todos os colaboradores sigam. Além disso, € importante tomar medidas
em caso de eventual vazamento, as quais devem ser periodicamente atualizadas, tendo em vista a
dinamicidade da matéria.

Além da adequagéo a LGPD, que instituiu uma cultura de respeito a privacidade dos dados, sdo necessarios
mecanismos de opt-in e opt-out para o consentimento do uso dos dados pelo titular e solicitagdo de exclusdo, quando
assim desejar. Ademais, os algoritmos devem ser auditaveis, de modo a garantir a transparéncia do tratamento
dos dados (sobretudo os sensiveis). Frise-se ainda que o poder publico deve fomentar as discussdes e os debates
acerca das finalidades e limites do use da Inteligéncia Artificial no &mbito da saude (Leal Neto et al., 2016).

Atomada de decisdes mais seguras e a atuagao com vistas & maior eficécia possivel, utilizando a Inteligéncia
Artificial serdo asseguradas mediante a adequagao a legislagéo vigente, a nivel nacional e internacional. Nesse
sentido, assevera Sousa (2020, p. 44):

E importante que haja o desenvolvimento e a aplicagio de instrumentos normativos cogentes, que representem
a vontade social e legislativa sobre aimplementagao da |Aem salide em cada pais, como resultado dos referenciais
principiolégicos apresentados pelo arcabougo da satde como direito.

Por fim, convém ressaltar a necessidade da adogao de modelos de governanca de dados mais elaborados, que
aliam sustentabilidade e responsabilidade, com o objetivo de proteger e preservar os principios éticos e regulatérios,
de modo a garantir a confianga dos individuos e da sociedade como um todo, no que tange ao fornecimento de
dados em casos de interesse publico legitimo, como ocorre com a satde.

Nessa esteira, em que pese o direito a privacidade assegurado no ordenamento juridico brasileiro, bem
como a protecdo de dados pessoais, ndo haveria inviabilizagdo do uso desses dados no &mbito da salde, quando
restarem devidamente comprovados os beneficios para a sociedade civil, a titulo de ponderagéo de interesses.

4 As implicagoes éticas e sociais da Inteligéncia Artificial no ambito da satde: uma
andlise a luz dos direitos fundamentais

Como explicitado nas linhas anteriores, a consolidagao da Inteligéncia Artificial (I1A) como instrumento
auxiliar no campo da salde representa uma das mais relevantes inovacdes tecnologicas da contemporaneidade,
promovendo avancos significativos na precisao dos diagndsticos, nas intervengdes cirurgicas, na ampliagéo de
tratamentos, na qualidade de imagens e na otimizagao dos sistemas de gestao hospitalar. Todavia, o emprego
dessas tecnologias suscita complexas implicagoes éticas, juridicas e sociais, exiginde uma reflexao critica acerca dos
limites normativos e axiologicos que devem reger sua utilizagdo, em consonancia com os principios constitucionais
e os direitos fundamentais da pessoa humana.

Sob o enfoque ético, a implementacao de sistemas de IA nos processos decisérios clinicos impoe o
redimensionamento do principio da autonomia do paciente, cuja materializagdo depende de um consentimento
informado efetivo, licido e compreensivel. Diante da opacidade caracteristica dos algoritmos baseados em machine
learning,* cuja logica decisoria pode ser inacessivel mesmo aos proprios desenvolvedores, emerge o desafio de
compatibilizar a inovagao tecnolégica com o direite & informacao.

Um exemplo emblemético é o do sistema Watson for Oncology, desenvolvido pela IBM, que foi amplamente
promovido como ferramenta para auxiliar na escolha de terapias oncologicas. Entretanto, o sistema sugeriu tratamentos
inadequados ou nao recomendados, revelando os riscos associados 4 adogao acritica de solugdes algoritmicas
em contextos de alta complexidade clinica (Nelson, 2018). Esses episédios reforgam a necessidade de supervisao
humana constante e da garantia de que os pacientes compreendam os limites do uso dessas tecnologias.

* O machine leaming treina algoritmos em conjuntos de dados para alcangar um resultado esperado, como identificar um padréao ou reconhecer um
objeto. Machine learning é o processo de otimizagio do modelo para que ele possa prever a resposta correta com base nas amostras de dados de
treinamento.
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A esse respeito, ressalta-se que o uso de |A na predicdo de doengas, como em algoritmos que antecipam a
probabilidade de desenvolvimento de neoplasias malignas com base em biomarcadores, requer uma governanga ética
que assegure tanto a explicabilidade dos resultados quanto a protegéo da confidencialidade dos dados utilizados.

AlLein.® 13.709/2018 — Lei Geral de Protegao de Dados Pessoais —, ao dispor sobre o tratamento de dados
sensiveis, entre os quais se incluem aqueles atinentes a saude, estabelece, em seu artigo 11, requisitos rigorosos
para sua coleta, uso e armazenamento, sendo imprescindivel o consentimento expresso e especifico do titular,
salvo nas hipéteses legais de dispensa.

Do ponto de vista pratico, aplicativos de monitoramento de salide, como o Google Fit ou o Apple Health, que
coletam informagdes biométricas e padroes de comportamento dos usuérios, podem, se integrados a bancos de
dados clinicos sem o devido controle, gerar perfis de risco com repercussoes em seguros de salde, selegao para
transplantes ou mesmo decisoes judiciais. Essa realidade demanda uma reflexao profunda sobre os limites éticos
da coleta automatizada de dados de salde, muitas vezes realizada sem a plena ciéncia dos usuérios.

No plano juridico-normativo, impoe-se uma abordagem garantista, que antecipe as consequéncias juridico-
sociais do emprego da IA em contextos vulneraveis. A utilizagao de sistemas automatizados de triagem clinica por
operadoras de planos de salde ou na seara publica, por exemplo, pode acarretar discriminacoes indiretas com base
em padrdes estatisticos enviesados, afetando desproporcionalmente grupos historicamente marginalizados, como
é o caso de doencgas associadas erroneamente a individuos homossexuais, como outrora eram direcionadas as
campanhas de combate ac HIV, pricridade de vacinagao em determinados grupes sem necessidade, entre outros.

Tal pratica viola nao apenas o principio da isonomia (artigo 5°, caput, da Constituicdo Federal), como também
compromete a efetividade do direito & satide como direito social fundamental, consagrade no artigo 6° da Carta
Magna e operacionalizado por meio do Sistema Unico de Saude (SUS), cujos pilares s@o a universalidade, a
integralidade e a equidade.

No tocante as responsabilidades juridicas decomrentes do uso de IAna pratica clinica, coloca-se em evidéncia
a complexa questao da imputagao de culpa em hipéteses de erro diagnéstico ou terapéutico decorrente de falha
algoritmica. A tradicional configuragéo da responsabilidade civil médica, assentada na analise da culpa subjetiva
(artigo 186 e artigo 927 do Caodigo Civil), deve ser repensada a luz da eventual autonomia deciséria atribuida
as ferramentas de |A. Cabe abrir a discussao, inclusive, acerca da pertinéncia da adogdo de um regime de
responsabilidade objetiva, nos moldes do risco integral, em situagdes nas quais a previsibilidade dos danos &
reduzida ou inexistente.

Exemplo disso pode ocorrer em sistema automatizado utilizado para a leitura de imagens radiolégicas,
que podem falhar ao néo identificar corretamente um caso de pneumonia grave, levando & piora do quadro
clinico e a responsabilizagdo da instituicdo de saude. Nessa hipétese, a responsabilidade pelo erro seria do
programador do algeritmo, do médico que confiou no parecer automatizado, ou da instituicdo (publica ou privada)
que adquiriu a tecnologia?

Ademais, a substituicdo —ainda que parcial —da atividade médica por sistemas automatizados compromete a
humanizagao do atendimento em saude, esvaziando a dimens&o empatica da relagio médico-paciente. Acentralidade
da pessoa humana no processo terapéutico, enquanto corolario da dignidade da pessoa humana (artigo 1°, Ill, da
Constituicao Federal), ndo pode ser relativizada em nome da eficiéncia técnica. Ao contrério, a tecnologia deve ser
compreendida como instrumento a servigo da dignidade, e nao como substituto do julgamento clinico, que envolve
sensibilidade, escuta e valores éticos irredutiveis ao calculo probabilistico.

Quando sistemas de triagem automatizados substituem o contato inicial com enfermeiros, atendentes, entre
outros, sdo prementes o agravamento de casos nao detectados como urgentes, revelando a fragilidade de uma
abordagem excessivamente técnica e desumanizada do cuidado.

Nesse sentido, deve-se buscar garantir a harmonia e a consonancia com os sistemas de salde ja existentes
em determinado ordenamento, bem como o monitoramento constante dos dispositivos de |A utilizados, de modo
a mitigar os problemas relacionados a seguranca, privacidade, responsabilidade e confiabilidade de seu uso
(Park et al., 2020).

Diante desse cenario, revela-se imprescindivel a elaboragédo de um marco regulatério especifico sobre o uso
da Inteligéncia Artificial na saude, pautado por critérios de transparéncia, equidade, seguranca e responsabilidade. Tal
normatizagao deve ser construida com ampla participagdo democratica, envolvendo profissionais da saude, juristas,
cientistas da computacao e representantes da sociedade civil, a fim de assegurar que os avangos tecnologicos nao
aprofundem desigualdades, mas sirvam a promogao da justiga social e da efetividade dos direitos fundamentais.
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Consideragoes Finais

Conclui-se, a partir do presente estudo, que, na era da sociedade da informacéo, a Inteligéncia Artificial
expande a sua influéncia para as mais diversas areas e individuos, trazendo-os para © nucleo da inovagao
tecnoldgica. Contudo, os ritmos acelerados de expansao e de aprimoramento da Inteligéncia Artificial pressupdem
que sejam adotadas agdes e medidas coordenadas e especificas por parte do Poder Puiblico, em prestigio a cultura
da privacidade dos dados compartilhados.

No contexto da pandemia de Covid-19, houve a utilizagio exponencial da Inteligéncia Artificial na seara
da saude, englobando o diagnéstico, tratamento terapéutico, medicamentos, acompanhamento de pacientes,
teleconsultas e até visitas virtuais aos pacientes internados.

Surgem, entdo, questdes desafiadoras no sentido de aprimorar o uso da Inteligéncia Artificial no campo da
salide, que pode contribuir para a expansao desses servi¢os e destinar os recursos de modo mais assertivo, mas,
por outro lado, deve-se resguardar os dados sensiveis fornecidos pelo individuo, a luz do principio da privacidade
e dos valores compartilhados pela sociedade e consagrados constitucionalmente.

Em que pese o contraponto entre questdes éticas e o avanco cientifico e tecnolégico com a aplicagdo
da Inteligéncia Artificial no campo da saude, ndo seria o caso de rejeitar a aplicagdo dessas novas ferramentas
tecnoldgicas, mas de buscar uma regulamentagao legal e de realizar um controle ético mais rigoroso, além de
priorizar o gerenciamento de potenciais riscos relativos aos dados fornecidos pelos individuos no contexto da satde.

Nesse sentido, além da incorporagao de principios éticos com o objetivo de resguardar a privacidade e a
intimidade dos individuos, € preciso ainda estabelecer salvaguardas para a utilizagac da Inteligéncia Artificial na
seara da saude, com a devida alteragao da legislagac vigente para acompanhar as evolugtes constantes.

Cabe ao Poder Publico tentar aprimorar as tecnologias existentes, com vistas a uma governanca ptblica pautada
pela responsabilidade no tratamento dos dados relativos a satde, mediante politicas publicas especificas e orientadas.

Néo obstante, afigura-se imprescindivel ressaltar a relevancia da Lei Geral de Protegao de Dados, especialmente
no que tange & protecéo dos dados considerados sensiveis, cujo tratamento é disciplinado na Sec¢ao Il da referida
lei. Em caso de cometimento de infragédo as normas previstas na LGPD, os agentes de tratamento de dados ficam
sujeitos as sangdes administrativas aplicaveis pela autoridade nacional de protec¢ao de dados (ANPD), nos termos
do artigo 52 e seus incisos.

Portanto, embora se observe algum nivel de protecao e controle dos dados a partir do marco regulatério da
LGPD, notadamente apés a promulgagao da lei que transformou a ANPD em autarquia de natureza especial (Lei
n.° 14.460/2022), deve-se buscar constantemente a evolugao no tratamento de dados sensiveis de forma mais
rigida, como um nuclec mais severo que merece ser devidamente resguardado.
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