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A ocultagdao de danos sociais na vigilancia penal capitalista e a
antiética da pesquisa na producao tecnolégica

The hiding of social harm in capitalist criminal surveillance and the anti-ethics
of research in technological production

Felipe da Veiga Dias*

Resumo

O presente estudo tem como tema o controle social no atual modelo capitalista e os danos sociais gerados pelas praticas
corporativas do campo tecnolégico. Com base nisso estrutura-se o seguinte questionamento: ha por parte da produgdo
tecnoldgico-corporativa ligada ao campo do controle social um padrao & 1o em vi éticas e na It: dos
danos sociais produzidos? Traga-se como objetivo central determinar se ha um padréo antiético gerador de danos, bem como

compreender quais el vém i o tais violagbes, com base no viés criminolégico, por parte das praticas das
corporagdes tecnologicas, as quais atuam di no aprim to do controle social. Metodologicamente parte-se
de uma abordagem dedutiva, em combinag&o com o procedi to monografico e a técnica de pesquisa da documentagdo

indireta. Por fim, conclui-se que o desrespeito constante das bases éticas em pesquisa e da tecnoética configuram um modus
operandi corporativo, o qual incrementa os danos sociais provocados & populagdo e, em especial, quando da insercdo de
dispositivos tecnoldgicos questionaveis no sistema penal.

Palavras-chave: controle penal; danos sociais; capitalismo de vigilancia; ética em pesquisa; tecnoética.

Abstract

The present study has as its theme social control in the current capitalist mode! and the social damage generated by corporate
practices in the technological field. Based on this, the following question is structured: on the part of the technological-
corporate production linked to the field of social control, is there a pattern based on ethical violations and the concealment
of the social damage produced? The main objective is to determine if there is an unethical pattern that generates damage,
as well as to understand which elements have been characterizing such violations, based on the criminological bias, on the
part of the practices of technological corporations, which act directly in the improvement of social control. Methodologically,
it starts from a deductive approach, in combination with the monographic procedure and the indirect documentation research
technique. Finally, it is concluded that the constant disrespect of ethical bases in research and technoethics configure a
corporate modus operandi, which increases the social damage caused to the population, and, in particular, when questionable
technological devices are inserted in the penal system.

Keywords: penal control; social d: ; surveillance capitalismo; research ethics; technoetics.

1 Introducédo

A presente pesquisa toma como eixo tematico as ideias do controle social, devidamente inserido no contexto
econdmico capitalista, juntamente aos danos sociais advindos das praticas contumazes da seara empresarial-
tecnolégica. Apresenta-se a proposigdo do assunto como um didlogo entre as visoes juridico-criminolégicas
dos danoslviolag@es, as relagbes de poder e os estudos em tecnologia, a fim de alinha-las no plano critico, aqui
resgatando o sentido dado pelo classico texto de Foucault (1978), ou seja, ndo se intenta prescrever os rumos da
vigiléncia tecnolégica, tdo somente oferta-se o desafio da critica, a resisténcia, a recusa de determinados caminhos
trilhados para as sociedades e suas sangdes punitivas.

" @ Pés-doutor em Ciéncias Criminais pela PUC/RS. Doutor em Direito pela Universidade de Santa Cruz do Sul (UNISC) com periodo de
Doutorado Sanduiche na Universidad de Sevilla (Espanha). Professer do Programa de Pés-Graduagéao em Direite da Faculdade Meridional
(IMED) — Mestrado. Professor do curso de Direito da Faculdade Meridional (IMED) — Passo Fundo — RS. Brasil. Coordenador do Grupo de
Pesquisa “Criminologia, Violéncia e Sustentabilidade Social". Advogado. Passo Fundo — Rio Grande do Sul — Brasil. E-mail: felipevdias@
gmail.com
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Este estudo parte, assim, de duas matrizes tedricas combinadas, sendo a primeira delas as relagoes de poder
e a segunda o viés criminologico critico, a partir da adogao de sua ruptura epistemolégica. Importante situar tais
pressupostos, tendo em vista que, por meio de sua adogao, a leitura do controle social se torna mais ampla do que
a simples apreciagdo das praticas punitivas definidas pela concepgao juridico-penal, compreendendo uma gama
de consequéncias diversas; ao mesmo tempo em que as dinamicas de poder também possibilitam a compreensao
de fenémenos contextuais nas operacionalidades de governar sujeitos e populagdes (governamentalidade), com
especial auxilio contemporaneo de dispositivos tecnolégicos (formando, segundo algumas abordagens e pelo
destaque dessas ferramentas, uma espécie de tecnopolitica).

Intenta-se com a combinagao dessas fundagoes tedricas “tornar visiveis as praticas da penalidade e do
poder punitivo que teimam se transformar perpetuamente e impedir outros modes de vida" (AMARAL, 2020, p.
38), o que nesse caso se traduz no especial significado dos escapes ético-tecnolégicos na produgao da vigilancia
penal e na producao de danos sociais.

A partir dos pressupostos iniciais, adota-se como problema de pesquisa a indagacgdo: ha por parte da
produgao tecnologico-corporativa ligada ao campo do controle social um padrao baseado em violagoes éticas
e na ocultacao dos danos sociais produzidos? Diante da pergunta que mobiliza a reflexdo, o objetivo principal
tracado esta em determinar se existem atos reiterados capazes de afirmar a realizag@o padronizada de violagoes,
as quais potencialmente produziriam danos sociais e se amparariam no desrespeito ético para sua formacéo e,
por conseguinte, atingindo o aprimoramento do controle social por tais instrumentos.

Para a realizacdo dos intentos acima aludidos, parte-se do método de abordagem dedutivo, tendo em vista que
seréo estabelecidos conceitos gerais na primeira parte do estudo e, posteriormente, aprofunda-se especificamente
no desvelamento das questdes ético-tecnoldgicas aplicadas ao sistema penal. Ademais, auxiliam na realizagao
o método de procedimento monografico, haja vista o apartamento de conjugacdes generalistas e a confecgdo de
averiguacao pontual-critica sobre o assunto, bem como a técnica de pesquisa da documentagao indireta, com
énfase bibliografica.

2 Capitalismo de vigilancia: a mercantiliza¢@o da vida em dados e a expansao do controle
social

Com base na compreensdo dos danos sociais enquanto objeto de estudo (SARMIENTO et al., 2014),
percebe-se a insuficiéncia das apreciagdes criminoldgicas circunscritas as definicoes de licitude e ilicitude do
campo juridico, ou seja, observa-se uma gama de ac¢des que produzem massivos prejuizos aos seres humanos e
nac humanos que escapam propositalmente as definigdes de crime no plano do controle social. Salutar mencionar
que parte das condutas citadas ja vem sendo alvo do pensamento critico criminologico a respeito das contribuicoes
do controle penal ao modelo capitalista (LARRAURI, 1992, p. 112), todavia, a ruptura epistemolégica ora trazida
se dispoe a adicionar as facetas ainda pouco denunciadas e algumas delas ressignificadas por instrumentos
tecnopoliticos (LAMA; SANCHEZ-LAULHE, 2020).

Alguns dos pressupostos evidenciados pelos estudos criminolégico-criticos se mantém plenos na leitura da
atualidade, como o carater funcional das condutas criminosas ou danosas no capitalismo (TAYLOR; WALTON;
YOUNG, 2007, p. 242), o que afasta as nogoes dessas condutas como dissonancias ou desvios da ordem “natural”
de tal modelo econémico-social. Afirma-se isso tendo em vista que a negagao do fator estrutural do capitalismo
ainda se mantém como légica imunizante, de mode que diante de crises, como a financeira do inicio do século
XXI, “a estratégia foi entao culpar os individuos supostamente patolégicos, aqueles que ‘abusam do sistema’, e
nao o proprio sistema” (FISCHER, 2020, p. 116).

Lazzarato (2013, p. 133) assevera, em sentido complementar, ao avaliar que o socorro na crise financeira as
instituicdes bancarias e outras bases do atual modelo capitalista ndo sédo meros auxilios a manutengdo econémica.
Segundo o autor tais “resgates” sao em realidade o fomento a um sistema e estratégia de dominacao/aprisionamento
pela divida (sequestro do futuro que condiciona comportamentos) e que em caso de pane se cobraré dos explorados
a conta dos prejuizos.

Convém ainda referendar que a racionalidade/ethos neoliberal (com seu empreendedor de si) (CHIGNOLA,
2020, p. 51) dominante dos modos de vida na atualidade auxilia que o discurso de responsabilizagao individual
dos sujeitos comuns/criminosos/desviantes/abusadores do sistema seja aceito, ocultando a desarticulacédo dos
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vinculos sociais ou a percepgao de aspectos macroestruturais. Ocorre uma espécie de simplificagao ético-individual
para fins de ocultagao, tendo como aditivo “a reducao da vida social as conclusdes matematicas de algoritmos
financeiros”, incutinde que caso a sociedade nao vislumbre tal perspectiva como positiva & porque demandaria a
sua propria reforma (BERARDI, 2020, p. 31).

Apesar da continuidade de caracteristicas (produgdo competitiva, incremento de lucros, produtividade,
crescimento) (ZUBOFF, 2019, p. 68), o capitalismo se notabiliza por sua mutabilidade adaptativa. Nesse norte, as
relagdes de poder desenvolvidas com o apoio tecnolégico proporcionam cooperagdes estatais-mercadolégicas que
governam em prol de um novo capitalismo (FOUCAULT, 2008. p. 127), o qual se baseia (de forma significativa) na
liberdade produtiva de dados/metadados para o aprimoramento do controle. “Logo, o chamado comércio de dados,
metadados ou informagdes de forma geral passa a movimentar o interesse da arte de governar, independente do
agente — publico ou privado — que busque tal realizagao” (DIAS, 2021b, p. 108).

As propostas que buscam compreender o novo estagio do capitalismo em sua interconexao tecnolégica sao
diversas, relacionando com questdes como o Big Data (BRAYNE, 2021, p. 12) ou as plataformas digitais (SRNICEK,
2017), as quais sao extremamente contributivas na evidenciagdo de nuances da exploragdo mercadologica de
dados ou também da funcionalizagdo de novos agentes a intervirem nas relagoes produtivas. N3o obstante se
reconhecer o contributo de tais analises, neste estudo se da énfase a concepcao de Zuboff (2019), que define o
modelo atual como capitalismo de vigilancia.

O modelo de vigilancia operacionaliza a tomada das experiéncias humanas enquanto matéria-prima, traduzindo
tais processos em dados comportamentais (RUIZ, 2021, p. 14), os quais servem ao aprimoramento de atividades
econémico-sociais e ao mesmo tempo geram um grande excedente comportamental. Esses contetidos adicionais
alimentam sistemas algoritmicos com aprendizagem de maquina e que buscam prever as agoes dos sujeitos-alvo,
formatando os produtos de previséo, sendo que “esses produtos de previsdo sao negociados em um novo tipo de
mercado para previsdes comportamentais” que Zuboff (2019, p. 14 — 15, tradugdo nossa) chama “de mercados
futuros comportamentais”.

Compreende-se que a economia capitalista baseada em dados almeja a previsibilidade como condicionamento
ou automatizagdo das subjetividades, fazendo uso do estimulo produtivo em meio “livre” (liberdade essa devidamente
direcionada) para as multiplas dinamicas de exploragao e, por conseguinte, de controle-vigilancia.

Somente a titulo de registro, outro vinculo que remete novamente a parte de um raciocinio neoliberal é
a assungao da auséncia de alternativas (BROWN, 2019, p. 78 — 79), s6 que devidamente aplicado ac campo
corporativo-tecnolégico, mais precisamente ao transmitir a ideia de que as decisdes tomadas sa@o consequéncias
inevitaveis da tecnologia e ndo como parte intencional da exploragdo mercadolégica. Exemplificagdo dessa mengao
é o armazenamento indefinido de dados, o qual se trata de uma decisdo de cunho econémico e nao um efeito
inevitavel da tecnologia (ZUBOFF, 2019, p. 21).

Assim tem-se um capitalismo que adota as empresas como clientes, sendo os usuarios meras fontes de
matéria-prima (ndo se confundindo com as nogdes populares de que seriam estes os produtos) (ZUBOFF, 2019, p.
71). Esses individuos (reduzidos a condigédo de dados, divisiveis, compaginaveis — dividuos) (DELEUZE, 2013, p.
226) produtores de matéria-prima (dados/metadados) encontram-se devidamente desarticulados em sua servidao/
escravidao maquinica, a qual os despedaca: “os componentes de sua subjetividade (inteligéncia, afetos, sensagoes,
cognigdo, memodria, forga fisica) ndo sdo mais unificadas em um ‘eu’, ndo possuem mais um sujeito individuado
como referente” (LAZZARATO, 2014, p. 27, tradugao nossa).

No entanto, as transformagdes vao além dos usuarios, sendoe que uma das primeiras nuances do medelo de
vigilancia toma-se mais perceptivel na sua distingdo com o antigo modelo fordista. Enquanto o (ltimo encontrava foco na
expansao da producao, o primeiro se concentra em seu diferencial: a extragdo comportamental em expansao constante.

E importante observar as diferencas vitais para o capitalismo nesses dois momentos de originalidade
na Ford e no Google. As invengdes da Ford revolucionaram a produgdo. As invengdes do Google
revolucionaram a extracéo e estabeleceram o primeiro imperativo econémico do capitalismo de vigilancia:
o imperativo da extragdo. O imperativo da extragao significava que o suprimento de matéria-prima
deveria ser obtido em uma escala cada vez maior. O capitalismo industrial exigira economias de
escala para conseguir elevada taxa de produtividade combinada a custo unitario baixo. Em contraste,
o capitalismo de vigilancia requer economias de escala na extragdo do excedente comportamental.
(ZUBOFF, 2019, p. 87).
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Essa caracteristica evidencia o motivo das dindmicas tecnopoliticas operarem em prol do estimulo na
produgao de dados ou informagoes sobre os proprios sujeitos, os quais entendem tais condutas (manifestagoes
em redes sociais, acesso a portais de midia, etc.) como um exercicio de sua liberdade, a0 mesmo tempo em que
nao observam que seus atos produzem valor na logica extrativista das empresas ligadas ao campo tecnolégico,
moldando suas préprias subjetividades (CHIGNOLA, 2015, p. 14). Somente a titulo de mengéo, cabe aludir que a
demanda constante (pressionando a exposigao autopromocional de cada pessoa) pela absorgédo de dados chega
ao ponto de modificar fungdes fisiologicas basicas como dormir, de maneira que pessoas repousam de forma
superficial (afetando sua salde, o que ja se afigura com uma espécie de dano social), configurando algo semelhante
a aparelhos eletrénicos com o modo sleep (CRARY, 2016, p. 22).

Outra observagao diz respeito ao culto do visionario que cerca esse mercado, em que se atribui a variagao
de atividades das empresas nominadas de Big Techs, como por exemplo, Alphabet/Google, Meta/Facebook, Apple,
Amazon, aos seus diretores/CEOs ou seus grupos criativos que compdem a “visdo” da companhia, quando em
realidade sdo apenas estratégias para o mesmo objetivo, aumentar a captagao/extracao de excedente comportamental
capaz de trazer altas quantias de lucratividade corporativa (ZUBOFF, 2019, p. 127).

A alusao supramencionada coaduna com a explicacdo de Morozov (2018, p. 29), no sentido de apontar para
questoes discursivas e terminolégicas dispostas nos debates do campo tecnolégico como forma de imunizagao das
criticas ou das reais intengdes de algumas de suas praticas. Clarifica o autor ao indicar que poucos iriam se opor
a mais informacoes ou tecnologia, pois se liga a tais elementos ao conhecimento e ao progresso. Essa postura
discursiva impede a percepgao de que conteudos de natureza politica ou econémica estdo associados diretamente
a tais mecanismos tecnolégicos, visto que o que poderia “quebrar” a internet (discurso recorrente quando se propde
restrigoes juridicas as atividades corporativo-tecnolégicas), com uma legislagao ou restrigdo no manejo de dados
(prevenindo danos & populagao), também afetaria as Big Techs e suas economias de acumulo, armazenamento e
comércio de dados, impedindo assim uma visdo muito particular de “progresso”.

Outrossim, agrega-se a naturalizac&o da vigilancia/controle contida nos termos, discursos, textos, subtextos
e demais produgdes que abarcam novas tecnologias. “A cultura da vigilancia esta a tal ponto introjetada no nosso
cotidiano que ndo nos intimida usar um vocabulario tdo policialesco como ‘seguir’ e ‘ser seguido’ nas redes sociais”
(BEIGUELMAN, 2021, p. 62).

Outra distingao relevante do capitalismo de vigilancia esta no tocante aocs monopdlios, pois em regra eles
seriam refutados por desfigurarem as relagdes privadas ao eliminarem “injustamente a concorréncia, a fim de
aumentar os pregos a vontade. Sob o capitalismo de vigilancia, no entanto, muitas das praticas definidas como
monopolisticas realmente funcionam como meios de encurralar o suprimento de matéria-prima derivada do usuario”
(ZUBOFF, 2019, p. 131, tradugdo nossa).

Encurralar a fonte ndo esta focado em oprimir economicamente (aumento de pregos ou protegio do produto),
mas sim em reservar a obtengéo de material bruto (dados/comportamentos) na extragéo de cada individuo. Destarte,
imputa-se as empresas de tecnologia uma espécie diferente de pratica monopolista, tendo em vista que desejam
moldar a humanidade, alcangando o nivel derradeiro da combinagdo humane-maquina, devidamente automatizado
(FOER, 2018, p. 12).

Viavel inferir que as modificagdes do capitalismo mencionadas ofertam um olhar distinto sobre as praticas
de controle e vigilancia das populages, em razao de que as dimensdes de danos potenciais nao se reduzem a
meros dissabores de uma ligagao de call center ou uma violagao de privacidade. Significa que no capitalismo de
vigilancia o custo é baixo para que se implementem muitas das tecnologias “inovadoras” e praticas corporativas
que gerem dispositivos capazes de monitorar, explorar, controlar e por vezes punir partes da populagio
(HARCOURT, 2015, p. 14).

O objetivo basico da vigilancia é sua finalidade capitalista, mais precisamente servir aos mercados de publicidade,
vendas direcionadas ou seguranga (SCHNEIER, 2015, p. 39). Nessa linha de pensamento, relembra-se a cooperagaol
conluio entre Estados-corporagées denunciada pelo pensamento critico criminolégico a respeito de condutas produtoras
de danos sociais massivos (BUDO, 2016), a fim de com isso retomar o raciocinio de que os abusos perpetrados no
mercado de dados-vigilancia sao intencionalmente ignorados pelas previsdes juridico-penais. Por isso, Bridle (2019,
p. 206) aduz: “a hipervigilancia global depende do sigilo politico e de opacidade tecnolégica, e um se alimenta do
outro”, e complementa denunciando que se faz “vigilancia porque se pode, nao porque ela é eficiente; e tal como
outras préticas da automagao, porque ela repassa o fardo da responsabilidade e da culpa a maquina”.
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Assim, haveria preocupagado sobre a expansdo tecno-vigilante mesmo que esses processos servissem
unicamente aos anseios lucrativos desse novo capitalismo, em razao da produgao de danos aos seres humanos
ou ao meio ambiente (vide a construgao da retérica tecnolégica das nuvens enquanto objetos naturais-imateriais,
a fim de mascarar os custos ambientais para manutencdo das suas estruturas fisicas de forma permanente)
(BEIGUELMAN, 2021, p. 69). No entanto, quando se transpéem as légicas do mercado de dados e de criagao
tecnoldgica aos manejos do controle estatal-penal, atinge-se outro nivel de abusos/danos. Cabe mencionar que
tal processo de circulagao tecnologica entre areas distintas as incursoes iniciais também se encontra comprovada,
sendo que alguns espagos sao compreendidos como laboratérios ou testes para seu aprimoramento (O’NEIL,
2017, p. 16), ou seja, o mecanismo que extrai dados faciais para rede social pode facilmente se transformar no
dispositivo de recenhecimento facial.

As evidéncias de que o capitalismo de vigilancia e seus dispositivos ao serem incorporados a orbita da
seguranga publica e da seara juridico-penal sdo capazes de gerar prejuizos significativos ja vém sendo documentadas,
reiterande um novo capitulo das profecias que se autorrealizam (ZAFFARONI, 2001, p. 129) contra os mesmos
publicos seletivamente definidos pela punigao estatal. Em sintese, situagoes que anteriormente seriam objeto de
impugnacéo nos procedimentos juridico-penais, pelos prejuizos causados ao se relacionarem dados de maneira
injusta e violando direitos, acabam ocultadas por meio da falsa objetividade, neutralidade (MOROZOV, 2013, p.
184) ou mesmo protegdes juridicas (segredos contratuais comerciais, propriedade intelectual, direito autoral) de
determinados mecanismos tecnolégicos, funcionando como verdadeiras caixas-pretas (PASQUALE, 2015, p. 8)
que impedem o seu questionamento (O’NEIL, 2017, p. 15 — 16).

Imprescindivel neste ponto a aluséo da obra de O'Neil (2017, p. 15) acerca de alguns modelos de algoritmos,
essenciais ao mercado de dados-vigilancia, os quais apenas servem para esconder tecnologicamente as
discriminacdes e desigualdades produzidas pela sociedade e pelo sistema de justiga criminal, conforme expdem
ferramentas de célculo de risco de reincidéncia, policiamento e de matéria prisional.

Ademais, os vieses contidos em instrumentos tecnol6gicos j& vém sendo denunciados por consideravel parcela
de estudiosas/estudiosos de matriz critica, a citar pesquisas como de Noble (2018. p. 11 — 16), Sumpter (2019),
Brayne (2021. p. 16), Beiguelman (2021), Amaral, Martins e Elesbao (2021). Demonstra-se com as investigactes
recentes que o capitalismo de vigildncia expande a obtengéo de dados/informagdes para fins econémicos e para
continuidade da persecugao dos mesmos sujeitos alvo do controle social, ao mesmo tempo ampliando sua malha
de observacéol/vigilancia sobre mais pessoas (criando novos nichos de discriminagao tecnolégica e persecugéo).

Logo, a insergédo de dispositivos tecnoldgicos questionaveis em um sistema penal reconhecido pela sua
atuagéo seletiva, reforgando desigualdades e discriminagdes sociais, configura um ato de irresponsabilidade estatal
e de auséncia de protegdo minima de direitos. Contudo, além da obviedade da ampliagdo de danos massivos as
parcelas da populag&o que s&o alvo da usual persecugdo do controle penal, ha ainda mais um componente nesta
equagao: a criagao de diversos desses instrumentos de vigilancia se originam a partir da violagao dos requisitos
éticos em pesquisa e da ignorancia da tecnoética.

Portanto, na préxima etapa deste estudo, adiciona-se mais um elemento a leitura critica do controle e da
tecnologia, mais precisamente a consideracdo dos baluartes éticos que orientam a producéo cientifica. Assim,
almeja-se analisar se as inovagoes tecnologicas respeitam os parametros impostos a todos os campos de produgao
de conhecimento, ou se os abusos/danos acabam sendo invisibilizades em nome do “progresso/evolugdo”, tornando
as suas inclusées nas esferas de controle penal ainda mais perigosas.

3 Antiética na pesquisa corporativo-tecnolégica e a naturalizagio das praticas violadoras
das Big Tech

Apés o estabelecimento da operacionalidade do mercado de dados e vigilancia atual, direciona-se o foco para
determinagao de cumprimento das bases éticas por parte da produgao tecnoldgica, a qual redunda em posteriores
instrumentos do sistema penal e, por isso, merecendo a preocupagao do campo criminologico-juridico.

' Algoritmos podem ser compreendidos como uma “lista finita de instrugées definidas para calcular uma fungdo, uma diretiva passo a passo que
permite nento ou raciocini izado que comanda a maquina para produzir determinada saida/oulput a partir de uma ceria entrada/
input" (DIJCK, 2016, p. 67, tradugdo nossa).
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No Brasil a pesquisa quando envolve seres humanos carece de avaliagdo por parte de um Comité de Etica
em Pesquisa (CEP), o qual avalia, por meio de comissdes multidisciplinares e transdisciplinares, as diretrizes
éticas do estudo e emite pareceres sobre a proposicéo. Esse sistema é coordenado pela Comissao Nacional de
Etica em Pesquisa (CONEP) vinculado ao Ministério da Satde, e em razao da sua avaliagdo assume parcela de
responsabilidade sobre as intervengdes com seres humanos, seja através do manejo de dados, materiais biolégicos
ou informagdes dos participantes (BRASIL, 2021).

A sistemética basica utiliza a Plataforma Brasil como local de submissao as comissdes espalhadas pelo pais,
devendo a analise do projeto e aprovagao ser anterior ao inicio das atividades de estudo, ou seja, sem o parecer
do Comité o projeto estaria violando normas éticas e juridicas.

Nesse sentido, existem diversas diretrizes éticas, porém, algumas delas sdo mais conhecidas dos
pesquisadores, como as Resolugoes 466 e 510, sendo ainda complementadas por Circulares (como ocorreu
em relacao aos estudos on-line em 2021 — Circular 01/2021). No caso da primeira, funciona como nlcleo para
estruturacdo de estudos com seres humanos, definindo o que uma pesquisa deve apresentar, como por exemplo:
beneficios e riscos provenientes, direito a indenizagdo ou ainda assisténcia diante de danos (BRASIL, 2012).
Enquanto na segunda clarificam-se aspectos especificos dos estudos das ciéncias sociais e humanas que podem
prescindir das avaliagdes do Comité (situagao de pesquisas de opiniao, por exemplo} e outros detalhamentos
proprios do campo (BRASIL, 2016).

Com fulcro na leitura das normativas citadas o que resta, claro, € que um dos elementos basicos para
tais praticas € o Termo de Consentimento Livre Esclarecido (TCLE), o qual ratifica o desejo do individuo, ou seu
representante legal, em participar do estudo sem que tal anuéncia seja obtida com qualquer espécie de vicio, fraude
ou violéncia, estando assim ciente das implicagées do seu envolvimento. Dessa forma, a Resolugéo 466/2012 é
categdérica em exigir que qualquer pesquisa com seres humanos, em qualquer drea de conhecimento, deve “obter
consentimento livre e esclarecido do participante da pesquisa e/ou seu representante legal, inclusive nos casos das
pesquisas que, por sua natureza, impliquem justificadamente, em consentimento a posterior” (BRASIL, 2012, p. 4).

Ainda poder-se-ia inferir o carater comunitario e social a ser objetivado nestas pesquisas, ja que a disposicao
de individuos voluntariamente imp&e alguma espécie de beneficio coletivo, ac menos & dessa forma que orientam
as resolugdes. Uma observacao relevante é que o termo exigido obriga a clareza na linguagem e comunicagdo com
as pessoas que se dispdem a participar da pesquisa (BRASIL, 2012, p. 5), ou seja, a pratica comum de empresas
tecnoldgicas, vista comumente em aplicativos, em elencar termos de uso confusos ou extensos intencionalmente,
além de atacar normas juridicas do campo do direito do consumidor ou contratual, também impede a anuéncia
conforme as diretrizes éticas.

No entanto, as corporagdes tecnolégicas costumam produzir justificativas (amparadas em um grau de
imunizagéo proprio da criminalidade dos poderosos) (BARAK, 2015, p. 105; BUDO, 2016, p. 128) para uma verdadeira
inversdo da ordem ética da pesquisa, para néo dizer simplesmente violagéo. Afirma-se isso pela condugdo de seus
“estudos”, os quais em primeiro lugar testam fungées, dispositivos ou aprimoramentos de tecnologias sobre falsos
pretextos na populagao, sem informar a devida finalidade, prestar informagées e sem qualquer alusdo ao TCLE
dos “participantes”, para posteriormente anunciar os seus beneficios-resultados, lembrando, ainda, sem assumir
a testagem antiética nas cobaias involuntarias.

O ponte de toque & que os experimentos sao voltados ac bem-estar econémico dessas empresas (isso
significa a maximizagao dos lucros atinentes ao capitalismo de vigilancia em operagao), sem qualquer concordancia
ou justificativa aos usuarios de alguns desses instrumentos tecnolégicos.

A condugao de “pesquisas” como as acima mencionadas pode ser observada na experiéncia realizada
pelo Facebook e a Universidade Cornell em 2014, acerca da disseminagao on-line de emogdes. No caso foram
realizados ajustes nas paginas principais dos usudrios da rede social (feed), tendo sido constatada uma espécie
de reforgo de emogoes, ou seja, aqueles expostos a mais contetidos vistos como “positivos” atuavam/comentavam
neste sentido e do mesmo modo ocorria com os contetdos “negativos” (KUCHARSKI, 2020, p. 174).

Embora seja bastante evidente que experiéncias ligadas a emogoes sao alvo preferencial dessas plataformas, ja
que seus algoritmos percebem a predilecao impulsionada pela visceralidade desses sentimentos (e, por conseguinte,
a producéo de dados necesséria ao seu modelo capitalista) (DIJCK, 2016, p. 32), houve manifestacoes cientificas
e de cobertura jornalistica apontando a violagdo ética de manipular usuérios sem consentimento. Ainda que se
justificasse metodologicamente o estudo, a fim de evitar respostas condicionadas em razdo do prévio consentimento,
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pois “quando os pesquisadores enganam os participantes a fim de obter uma reagéo natural, eles frequentemente
os informam apos o estudo” (KUCHARSKI, 2020, p. 175), conforme ocorre, inclusive, na previsao da resolugao
466/2012 quando se refere ao consentimento posterior justificado (BRASIL, 2012, p. 4).

Apesar dos regramentos juridicos (pois direitos fundamentais e humanos basicos acabam viclados, mesmo
antes da inclusao da recente previsdo constitucional de protecde de dados pessoais em 2021) e éticos, nenhum
usudrio recebeu contato para o consentimento (TCLE) anterior ou posterior ao experimento, ou seja, o comportamento
corporativo-tecnolégico é de que tais regramentos nao se aplicam as suas “inovagdes”.

Essa situacao se agrava quando parte dessa atuacao se volta a incrementar ferramentas punitivas e praticas
de vigilancia penal da populagao. Alude-se isso porque uma fatia consideravel do capitalismo de vigilancia esta na
combinagao entre empresas e Estados para o mutuo beneficio, de modo que grandes corporagdes como Google,
Apple, Facebook, Amazon, dentre outros, “estao triturando os principios que protegem a individualidade” (FOER,
2018, p. 12) em prol da criagdo de novas tecnologias de monitoramento e vigilancia voltados a seguranca publica
e ao sistema penal, mesmo cientes dos seus “erros”, insuficiéncias ou condicionamentos.

O debate sobre os niveis de vigilancia, a obtengao de dados e as violagdes de direitos (como a privacidade)
ou normas éticas é demonstrado por Véliz a partir do ato de despertar pela manha. Logo, o primeiro acesso ac
telefone pelo periodo diumo marca o primeiro ponto de dados obtidos, informando empresas e aplicativos acerca
dos horarios que o individuo costuma iniciar suas atividades e até mesmo com quem ele estava dormindo, pois,
a localizagao de outro aparelho préoximo pode facilmente indicar tal fato. No tocante ao carater invasivo dessas
praticas na privacidade e na gestdo da vida em sociedade, a exemplificagcdo € ainda potencializada ao projetar-se
sobre os “relégios inteligentes”, os quais podem sorver dados mesmo antes do despertar ou ainda de atividades
sexuais realizadas na cama (VELIZ, 2020, p. 8).

Ademais, a autora ainda comenta que a Amazon tem uma patente para utilizar reconhecimento facial em
campainhas das portas, de modo a marcar objetos de interesse. Todavia, autoridades policiais vém demandando
por utilizar cmeras privadas em suas atividades, de modo que tais registros de empresas como Amazon e Google
poderiam estar nas maos do sistema de controle social, sem qualquer tipo de anuéncia, consentimento ou aviso
(VELIZ, 2020, p. 8).

Em sentido analogo encontra-se o anseio de agentes de seguranga publica em precisar a localizagéo dos
individuos por intermédio dos celulares (GPS), a fim de determinar agdes anteriores e posteriores de suspeitos,
acusados, vitimas e demais envolvidos (SCHNEIER, 2015, p. 7).

Posto isso, aplicativos e instrumentos diversos se prestariam a cooperagao articulada com as praticas de
vigilancia, haja vista sua obtencéo de contedos relevantes como rostos, biometria, retina, localizagao, etc., os
quais ja compdem atos ordinérios no uso de smartphones (vide o desbloqueio por algumas dessas formas), ou
ainda se popularizam em febres de usuarios, como no caso do Faceapp ou do TikTok. Nesse sentido, haveria um
claro desvio dos propésitos que associaram os individuos a tais mecanismos, compondo assim mais um passo
antiético pelo aproveitamento dabio ou fraudulento dos dados e informagdes pessoais.

O problema do fichamento e da criagao de perfis exercido por motores de busca se estende as redes
sociais ou as plataformas de compartilhamento de contelidos; ele € tanto mais sério na medida em que
a natureza e a quantidade de dados coletados, assim como a utilizagdo dos mesmos, desenrolam-se,
em grande parte sem o consentimento explicito dos usudrios. Aqueles que eventualmente tivessem
desejado aprofundar o seu conhecimento a esse respeito esbarram, em geral, na opacidade de uma
“caixa preta”, cujo funcionamento € protegido pelo segredo industrial e pela propriedade intelectual.
(LOVELUCK, 2018, p. 247 - 248).

As associagoes de monitoramentos e os descaminhos realizados por entes privados para cooperagao de
vigilancia ja seriam em si motivadores de atengdo, mas tal aspecto é agravado por agées amparadas no ideal
da previsibilidade, seja no policiamento, seja com os dispositivos de reconhecimento facial, os quais vém sendo
defendidos em sua aplicagao no sistema penal, com fulcro em uma suposta neutralidade e objetividade, mesmo
que existam estudos comprovando as injusti¢as, discriminagdes e falhas nas suas atuagdes (MOROZOV, 2013. p.
184). Portanto, a atuagéo preventiva de algoritmos e IA’'s na seara penal vem produzindo uma série de violages
de direitos, danos sociais, além de atingir aspectos éticos dos atos e sua conexao politico existencial. Essa mengao
final se confirma com impedimentos de participagdo em protestos (pessoas foram impedidas de pegar 6nibus aos
locais com base na previsao de risco ofertada pelo algoritmo — considerando sujeitos como “perigosos”) ou mesmo

Pensar, Fortaleza, v. 28, n. 3, p. 1-13, jul/set. 2023 7




Felipe da Veiga Dias

agbes de seguranca plblica que antecipam condutas, conforme ja ocorre nos EUA e outros paises europeus
(AMOORE, 2020, p. 5), e que em certa medida vem sendo disposto em determinados eventos teste no Brasil
(ELESBAO; SANTOS; MEDINA, 2020).

Verifica-se assim que a atencac dada a algoritmos, IA’s e outras inovagoes tecnologicas se justifica em
planos criticos distintes, o que nesta proposi¢cdo comunga os espagos juridices, criminologicos e éticos. Outra
evidéncia do padrao violador que naturaliza a antiética das criminosas condutas corporativas € que em indimeras
oportunidades empresas como IBM, Facebook, Google® treinaram suas ferramentas, as quais faziam uso de IA's,
com falsos pretextos, como verificado com o DeepFace, que foi proibide na Europa (BRIDLE, 2019, p. 161).

Alega-se que se esta diante de uma crise existencial da humanidade na sua interlocugao com as |A’s, visto
que algumas perguntas simples nao estio sendo respondidas. Desse medo, o que ocorre quando se transferem
decisdes importantes a um sistema construido por poucas pessoas, sendo que tais decisoes afetam a totalidade
social? Ainda, uma segunda questao seria o que acontece quando essas decisdes sao influenciadas por vieses
das forgas de mercado ou de interesses politicos? Ou, tais praticas antiéticas devem ser normalizadas como a
regularidade do tratamento tecnolégico de seres humanos? Esses questionamentos evidenciam a parca reflexao
sobre os rumos do desenvolvimento tecnolégico das IA's, tanto em suas proposicdes quanto em suas consequéncias
(WEBB, 2019, p. 15).

Apesar dos questionamentos supramencionados estarem direcionados a |A's, eles facilmente se aplicam a
outras ferramentas tecnologicas, como algoritmos, aprendizagem de maquina, dentre outras searas de inflexao
pratica na governamentalidade da vida. Igualmente, a auséncia de um aprofundamento das questdes citadas
revela os riscos de deslocamento tecnolégico para ¢ campo punitivo e da vigiléncia estatal. Ha, portanto, uma
irresponsabilidade na implementagdo de mecanismos produzidos prioritariamente por um paradigma antiético (isso
sem retomar as violagdes de direitos), e que quando aplicado aocs modelos de controle reforgam articulagdes de
morte, discriminacao, violéncia e opressao, formatando uma corresponsabilidade ética pelos danos sociais entre
criadores de novas tecnologias, empresas, gestores publicos e agentes do sistema penal.

As ligacdes estatais-corporativas ja evidenciadas no campo do policiamento, conforme esclarece Brayne
(2021, p. 39), também foram apresentadas nos estudos de Raiji (et al., 2020) com destaque para os softwares de
reconhecimento facial. Embora se enaltegam as tecnologias de processamento facial (facial processing technology
- FPT), enumerando os beneficios de sua aplicagao, a realidade revela a vulnerabilidade desses sistemas para
agOes abusivas, racistas, discriminatérias, especialmente no campo da vigilancia/seguranca, contando também
com coletas de dados predatérias da populagdo alvo. Isso é algo significativo quando empresas como Amazon
e HireVue negociam com Estados, a fim de fornecer instrumentos como esse para os 6rgéos de controle penal.

Ademais, na apreciagao de ferramentas tecnolégicas de processamento facial, foram em igual sentido
denunciadas as questdes éticas da falta do consentimento no uso de imagens faciais usadas pelo instrumento
da IBM (Diversity Faces). Neste caso foi utilizado um banco de imagens licenciado, o Flickr, mas que, apesar das
imagens estarem em acesso publico on-line, isso nao significa a anuéncia para insercae “em um banco de dados
de reconhecimento facial”. Outro ponto verificado foi que as violagdes de privacidade e consentimento para bancos
de dados costumam ser constatadas de forma desproporcional contra pessoas de grupos marginalizados (RAJI,
et al., 2020, p. 148).

Saluta-se observar que o carater antiético e cooperativo entre empresas e Estados nas testagens sem
autorizacgao, e voltadas ao servigo do controle penal, também foram verificadas no Brasil, conforme ocorrido em
cidades como Rio de Janeiro, Sdo Paulo e Salvador. Menciona-se que as agoes foram devidamente assessoradas
por empresas, como a Ol (e indiretamente a Huawei), que mesmo com resultados ineficazes (96% dos alertas
no carnaval de Salvador nao resultaram em qualquer agao efetiva da seguranga publica), acabaram enaltecendo
0 “sucesso” do dispositivo (realizagdo de uma prisdo baseada no reconhecimento facial) (ELESBAQ; SANTOS;
MEDINA, 2020, p. 252 — 253). O aparente acerto oculta as indagagoes éticas em pesquisa, € mais precisamente
se poderia utilizar tal espécie de tecnologia sem a autorizagao dos envolvidos, reduzindo todos a cobaias “livres”.
Seria viavel considerar uma conduta ética fazer experiéncias com o publico com algo que funciona mal, com vieses
discriminatérios e com inumeras falhas? Essa espécie de pergunta se sustenta por um dos elementos mais basicos
da pesquisa empirica com seres humanos, ou seja, quais s&o os riscos e beneficios que justificam o estudo.

2 AGoogle detém um histérico de praticas vicladoras, conforme denunciado em 2018 no caso do armazenamento de localizagdes de usuarios, mesmo
quando estes haviam desligado a opgéo de histérico de localizagdo (VELIZ, 2020, p. 29).
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4 Tecnoética e deliberada cegueira do controle penal-tecnolégico

As reflexdes das violagges juridicas e éticas supracitadas reforgam a concepgao de que a insergdo dessa
espécie de componente a uma equacdo historicamente compesta por um modelo de sistema penal ilegitimo
(ZAFFARONI, 2001, p. 16 — 17) e violento, oferta uma continuidade inconsequente e danosa a populagao, sendo
tais violagoes ocultadas pelos mitos tecnolégicos, desrespeito as normas éticas de pesquisa com seres humanos
e pela intencional ignorancia acerca do campo da tecnoética.

Esse dltimo aspecto merece atengdo, pois a preocupacdo ética em relacdo & tecnologia ndo pode ser
considerada como uma reflexdo recente, haja vista debates que datam da década de 1970 (e trazem ramificacbes
— nanoética, infoética e bioética) e que ja se concentravam na questio de atribuigdo de responsabilidade sobre
criagbes e efeitos das tecnologias por parte de seus criadores (ECHEVERRIA, 2010, p. 144). Logo, a partir da
apreciagao de autores e autoras que buscam definir o termo tecnoética, constata-se sua aproximagdo a uma
concepgao atrelada a interdisciplinariedade e que almeja considerar os aspectos ético-morais da tecnologia inserida
nos mais variados espagos sociais, ao mesmo tempo em que reflete sobre as finalidades desses instrumentos.
Isso significa que aqueles que debatem a tecnoética ndo estao a tratar de um modelo consequencialista, ou seja,
meramente atento aos riscos/perigos gerados pelas inovagdes tecnologicas, mas sim ponderam sobre a pesquisa,
forma de uso, criagdo e beneficios possiveis aos seres humanos e ao planeta (VIVAS, 2018, p. 240).

A atual postura estatal-corporativa no tocante a tecnologia constitui-se na viclagao de resolugdes de pesquisa
ou regramentos juridicos, bem como na intencional ignorancia sobre uma area inteira que modificaria a projecao
tecnoldgica em sociedade, algo similar ao que ocorre nas questoes relativas ao debate sobre o aquecimento global
e a contestacao da climatologia (DIAS, 2021a).

Nesse sentido, Krutka, Heath e Willet comentam que ao tomar a tecnoética se projetam as implicagdes sociais
das tecnologias, de maneira que tal perspectiva deveria estar em primeiro plano e acompanhar o desenvolvimento de
qualquer inovagdo. Entretanto, a condugéo dos mercados tecnoldgicos parece estar mais alinhada com a conjuntura
cientifica exposta na obra de ficgdo Jurassic Park, ou seja, o foco encontra-se na possibilidade de fazer algo e ndo
se isso deveria ser feito e, por conseguinte, pensar em evitar os danos decorrentes dessa mesma possibilidade
(KRUTKA; HEATH; WILLET, 20189, 556).

Os autores prosseguem trazendo a importancia dessa reflexao tecnoética ao pensarem a insergao de
tecnologias no campo da educacao, pois se tal ponderagao nao cerca aqueles que idealizam tais dispositivos
nao se poderia dar sequéncia a um padrao antiético no campo das aplicagoes desses instrumentos com pessoas
em fase desenvolvimento (KRUTKA; HEATH; WILLET, 2019, p. 557). Assim, embora exista um direcionamento
nesta observagéo, ela poderia ser ampliada a inimeros campos do plano juridico-criminolégico, o que incluiria
forcosamente as adogdes por parte do sistema penal, através da seguranga publica.

No entanto, é relevante dizer que tal perspectiva busca superar a mera obediéncia de regramentos como
caminho ético em tecnologia, algo que ja ocorre com sistemas de verificagdo ética (exemplo do The Ethical 0S-S0),
mas que acabam redundando nas mesmas consideracdes, reflexdes e sujeitos (ideal tecnicista) se manifestando
acerca do tema (AMRUTE, 2019, p. 58). Por esse motivo a postura tecnoética, ora defendida, dialoga com proposigoes
que clamam pela tecnodiversidade, como preleciona Hui ao afirmar que “precisaremos nos voltar a modos de
conhecimento diferentes que ainda nao foram considerados por engenheiros e académicos” (HUI, 2020, p. 186).

De forma similar tem-se a proposicido de Amrute, a qual traz a necessidade de pensar a tecnoética como
um campo capaz de incluir as contribuicées dos seres afetados pela economia digital. Isso significa que a ideia
de sua concepcgao de tecno-afetos parte da matriz feminista para compor ressignificagdes criticas constantes ao
campo tecnolégico e a reflexdo do que seria uma tecnoética necessaria a formagdo de novas formas de vida em
sociedade, algo que em certa medida inverte a dindmica de critica, partindo dos injusticados, dos atingidos pelo
controle penal ou das vitimas dos danos sociais, para se opor aos regimes tecnolégicos de exploragao capitalista
(AMRUTE, 2019, p. 57).

Com base nessas abordagens percebe-se que inexiste por parte de agentes privados ou publicos que
implementam dispositivos tecnoldgicos ao plano social, incluindo-se aqui a seara da vigilancia-punitiva, qualquer
preocupacio para com a tecnoética, de maneira que se ignoram mais uma vez aqueles que sofrem as consequéncias
desses instrumentos. Por razoes logicas, quando isso se amplia acs mecanismos de controle social repetem-se
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as invisibilidades das mesmas pessoas e grupos sociais ja denunciadas no campo criminolégico, de modo que os
atingidos nao pedem influenciar, falar ou se opor as “inovagoes” do modelo de vigilancia.

Portanto, a atuagao antiética corporativo-tecnolégica em pesquisas com seres humanos e a intencional
ignorancia da tecnoética trabalham em prol do reforgo das articulagoes gerais de controle e vigilancia capitalista; ao
mesmo tempo em que ao serem transpostas tais ferramentas tecnolégicas ao sistema penal reiteram-se dindmicas
de violéncia, discriminagdo e morte devidamente avalizadas pela permissao estatal, bem como de seus agentes
que defendem tais recepgdes cientes dos danos sociais delas decorrentes e da sua produgédo por intermédio de
uma antiética tecnolégica.

5 Conclusao

A realizagado de uma apreciagdo critica impde sempre o desafio do repensar, e isso & algo que se torna
verificavel na abordagem sobre o controle penal em um capitalismo de dados baseado na vigilancia e os efeitos
decorrentes das praticas corporativo-tecnoldgicas sobre a populagéo. Forgosa a postura do abandono de dogmas
e mitos que cercam o universo tecnolégico, a fim de realizar a leitura atualizada das formas de governar sujeitos e
populagdes, aoc mesmo tempo em que se verifica a continua ligagéo entre as finalidades econémicas e o controle
social, aprimorado pela tecnopolitica.

Posto isso, retomando-se o questionamento inicial a respeito da existéncia de uma padronizacéo de
desrespeitos éticos e invisibilizagdo de danos sociais na produgéo corporativa de tecnologias, com destaque para
aquelas ligadas ao sistema penal, pode-se responder afirmativamente a pergunta.

Embora a aluséo dos problemas e desvios averiguados na sistematica do capitalismo de vigilancia permitissem
a inclinagao da conclusao, eles tinham o papel contextual de apresentar o comportamento do atual modelo
econémico, demonstrando que apesar da permanéncia da lucratividade e outras feicoes bésicas, se esta diante de
outra composicao. O carater adaptavel do capitalismo é reiterado na operacionalidade da vigilancia baseada em
dados e na suavizacao discursiva que naturaliza o controle abusivo da vida humana em sociedade, comunicando
os fenémenos como algo inevitavel, sem alternativas.

Contudo, ao se debrugar sobre dois pilares éticos de observagao, as préticas antiéticas se tornam inegaveis.
Isso conduz a conclus@o da veracidade de que se tem em méos um modus operandi da industria da tecnologia,
fazendo uso de protecdes, imunizagdes, dentre outras facilidades, para nao respeitar as bases éticas em pesquisa
com seres humanos, previstas nos regulamentos nacionais, bem como deixar de apreciar a tecnoética como esfera
cientifica de contestacao critica sobre as ditas inovagdes.

Por fim, a passagem desse arquétipo antiético atinge os instrumentos aplicados ao controle penal, agregando
mais uma camada aos reiterados problemas que deslegitimam um sistema reconhecidamente ilegitimo e produtor de
danos sociais. Significa que na atualidade as bases de vigilancia de dados produzem danos diversos a populagao
(saude, educagao, trabalho, privacidade, etc.), mas que quando colocados a servigo do campo punitivo reforgam
discriminagdes e violéncia municiados por componentes antiéticos e tornando os defensores dessas “inovagdes”
irresponsaveis coautores das violagdes/danos produzidos.
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