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O papel emacipador do direito em um contexto de linhas abissais
e algoritmos

The emancipating role of law in a context of abyssal lines and algorithms

Dirceu Pereira Siqueira’
Fausto Santos de Morais™
Lucimara Plaza Tena™

Resumo

O marco histérico do presente estudo € o da Sociedade da Informagao (Sociedade 4.0), que se forma e se fundamenta a
partir de dados. O objetivo do artigo é analisar a agéo dos algoritmos quando se comportam como armas matematicas de
destruigdo, as consequéncias dessa ferramenta e possiveis alternativas para reduzir o seu impacto na sociedade e nas
vidas humanas, o que justifica o referencial tedrico escolhido, qual seja: Boaventura de Sousa Santos (2007) e Cathy O’ Neil
(2016). O método utilizado & o hipotético-dedutivo o qual questiona se o Direito € capaz de exercer papel emancipatério
em prol do desenvolvimento dos direitos da p lidade diante da ipulagéo dos algoritmos. A conclusdo mostra
que é possivel ao Direito ser agente transformador na Sociedade da Informagéo produzindo e fortalecendo a regulagdo
adequada dessa ferramenta de Inteligéncia Artificial. A metodologia empregada é a revisao bibliogréfica.

Palavras-chave: Armas atematicas de destruicao. Algoritmos. Direitos da personalidade. Inteligéncia artificial. Vulnerabilidades.

Abstract

The historical landmark of this study is that of the Information Society (Society 4.0), which is formed and based on data.
The objective of the article is to analyze the action of the algorithms when they behave as mathematical weapons of
destruction, the consequences of this tool, and possible alternatives to reduce its impact on society and human lives, which
Justifies the chosen theoretical framework, namely, Boaventura de Sousa Santos and Cathy O ‘Neil. The method used is
the hypothetical-deductive method, which questions whether Law is ble of exercising an jpatory role in favor
of the development of Rights of the Personality in the face of manipulation of algorithms. The conclusion shows that Law
can be a transforming agent in the Information Society, producing and strengthening the proper regulation of this Artificial
Intelligence tool. The methodology used is the bibliographic review.

Keywords: Mathematical weapons of destruction. Algoritms. Rights of the personality. Artificial intelligence. Vulnerabilities.

1 Introdugao

O periodo atual que produz a Sociedade da Informagao é reconhecido come o da 4® Revolugao Industrial
(Sociedade 4.0). A exemplo dos anteriores que o sucederam, esse momento oferece um desafio: como lidar com
o desenvolvimento tecnolégico e o seu avango, de tal forma que seja possivel a colheita de bons frutos em prol da
evolugao humana? Nesse sentido o artigo quer demonstrar que no grande guarda-chuva da Inteligéncia Artificial
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Direito no Centro Universitirio de Maringa/PR - UniCesumar; Professor nos Cursos de Graduagdo em Direito no Centro Universitirio de
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(IA), ainda existe uma pessoa humana, que embora envolta em algoritmos, Big Data, cloud, continua um ser tnico,
irreplicavel, insubstituivel.

Sucede que esse individuo repleto de atributos tem se mostrado cada vez mais vulneravel diante da Sociedade
da Informagéo, a qual se fortalece a partir dos elementos que formam a individualidade humana. E o retrato de
um dominio nefasto, opaco e intangivel aos olhos humanos.

0 estudo se sustenta em dois referenciais tedricos, quais sejam, Boaventura de Souza Santos (2007), a partir
do texto Para Além do Pensamento Abissal e Cathy O'neil (2016), Armas de Destruicao Matematicas'. O objetivo &
demonstrar que o uso inadequado da tecnolegia, especialmente dos algoritmos, potencializa a fragilidade daqueles
que ja estao em situagéo de risco e contribui para que tantos outros sejam langados nesse circulo.

O método utilizado é o hipotético-dedutivo o qual questiona se o Direito é capaz de exercer papel emancipatdrio
em prol do desenvolvimento dos direitos da personalidade diante da manipulagéo dos algoritmos. Em uma sociedade
em que a propria individualidade corre o risco de se perder, a relevancia do trabalho estd no questionamento do
status quo tecnolégico e como o Direito pode contribuir para o livre desenvolvimento da personalidade e assim
evitar um retrocesso em termos de protegao a pessoa.

Nas consideragoes finais os autores concluem que é possivel ao Direito ser agente transformador na
Sociedade da Informagéao, produzindo e fortalecendo a regulagdo adequada dessa ferramenta de IA. O estudo
apresenta algumas sugestées, o que também justifica a sua importancia para a comunidade cientifica e para a
sociedade. A metodologia empregada & a revisao bibliografica.

O trabalho esta dividido em cinco tépicos principais apés a introdugéo: O que esperar dos referenciais tedricos
no contexto da 4* Revolugéo Industrial; Do uso das armas matematicas de destruicdo (WMD) e as consequéncias
no outro lado da linha abissal; Dos reflexos no desenvolvimento da personalidade; Como desarmar as WMD’s e
resgatar os individuos e Consideracées finais.

2 Da importancia dos referenciais tedricos no contexto da sociedade da informagao

Ano de 2020. Mais uma pandemia surge para ser enfrentada (OPAS/OMS BRASIL, 2020). Dessa vez a
escala foi ampliada e alcangou todos os confins da terra. A presenga da Covid-19 foi globalizada e matou pobres
e ricos. Obviamente, mais pobres, principalmente em paises que nao dispunham de uma rede publica e gratuita
de protecéo, um dos direitos basicos da personalidade que ¢ a saltde.

Desde dezembro de 2019, quando teoricamente surgiu a doeenga Covid-19, governos e setor privado capturam
e acumulam todos os dados pessoais possiveis para fazer frente ao recente mal do século (essa podendo ser uma
das boas justificativas). As informagdes geradas a partir desses dados sdo como déceis cordeiros para alimentar a
fome de lobos famintos. Quem adoeceu ou morreu? Quem recebeu doagdo de alimentos? Quem fez empréstimos
para pagar tratamentos médicos ou internamentos? Quem ficou com sequelas? Quem perdeu o emprego e recebeu
apoiofauxilio financeiro do governo? Quem continuou trabalhando em casa em regime home office? Quem foi
excluido do mercado de trabalho? Quem se reinventou? Quantos casais se separaram? Qual a porcentagem de
agressdes nos lares? Quem perdeu a casa? Quem pode garantir que ainda é uma pessoa humana na e para a
Sociedade da Informagao?

A verdade & que nos jogos dos dados, bem antes do inicic da pandemia da Covid-19, os individuos ja ndo
eram reconhecidos como pessoas, como sujeitos de direito. Eram e continuam sendo vistos e analisados como
pequenos fragmentos de produtos ou objetos (dados) jogados e recolhidos nos tabuleiros digitais espalhados
pela internet.

O primeiro referencial tedrico analisado é o de Boaventura de Sousa Santos, Para Além do Pensamento
Abissal — das linhas globais a uma ecologia de saberes (2007). Embora o texto tenha sido publicado em 2007, a
reflexao que produz é ideal para o presente momento de revolugao tecnoldgica centrado na Mineracgédo de Dados.

Santos (2007) comenta que o pensamento ocidental € abissal. Trata-se de um sistema de distingoes visiveis
e invisiveis. Explica que “as distingdes invisiveis dividem a realidade social em dois universos distintos: o ‘deste

! O'Neil ( 20186, tradugdo nossa). Titulo criginal: Weapons of Math Destruction (WMD),

2 Estaé asexta vez que a ESPII (Emergéncia de Satide Publica de Importancia Internacional) é declarada na histéria. A ESPII € o mais alto nivel de
alerta da Organizagao Mundial de Salde, conforme descrite no Regulamento Sanitério Intemacional. A i jaesteve emrisco iorments
©omo em 2009 — pandemia de H1N1; 2014 —disseminag&o internacional de Poliovirus; 2014 — surto de Ebola na Africa Ocidental; 2016 — virus Zika
e aumento de casos de microcefalia e outras malformagoes congénitas; 2018 — surto de Ebola na Republica Democratica do Congo.
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lado da linha’ e o ‘do outro lado da linha'. Adivisao é tal que ‘o outro lado da linha’ desaparece como realidade [...]"
(2007, p. 71) Destarte, e, conforme o autor, ndo apenas torna-se inexistente, mas passa a ser produzido como
inexistente, isto &, “ndo existir sob qualquer modo de ser relevante ou compreensivel” (2007, p. 71). Dessa forma,
o que “é produzido como inexistente & excluido de forma radical porque permanece exterior ao universo que a
propria concepgao de inclusao considera como o ‘outro™ (SANTOS, 2007, p. 71). Para os fins desse estudo se
fez um recorte tedrico para avaliar as implicagdes geradas pelas distingdes invisiveis.

O segundo referencial tedrico utilizado se firma a partir do pensamento de Cathy O'neill na obra Armas
de Destruccion Matematica: como el BigData aumenta la desigualdad y amenaza la democracia (2016, em
que denuncia o uso dos algoritmos como armas matematicas de destruicdo (WMD), um trocadilho de armas de
destruigdo em massa. Importante frisar que o titulo original da obra de O’NEILL, é Weapons of Math Destruction:
how Big Data increases inequality and threatens democracy. A versdo em portugués, langada no Brasil, recebeu o
titulo de Algoritmos de Destruigdo em Massa: como o Big Data aumenta a desigualdade e ameaca & democracia.

O desafio do estudo & aproximar os dois referenciais tedricos e da reflexao gerada pelos mesmos, identificar
os problemas produzidos e intensificados pelas WMD's no outro lade da linha, para entao elaborar uma proposta
a partir da ideia do Direito como instrumento de emancipagao social.

2.1 O que esperar dos referenciais tedricos no contexto da 4* Revolugao Industrial

A sociedade esta continuamente em transformacao a qual nem sempre vem acompanhada do sentido
de evolugéo, que talvez levasse os individuos ao respeito mituo e a um mundo melhor. E certo que cada etapa
experimentada trouxe consigo progresso, mas também aprofundou as desigualdades entre pessoas e povos. A
revolugéo se caracteriza por uma “mudanga profunda ou completa” (DICIO, 2021), inclusive nos costumes. Nao ha
duvidas que uma revolugéo estava em curso, mas com o surgimento da pandemia da Covid-19, desde meados do
ano de 2019, as transformagoes foram aceleradas e se tornaram evidentes a todos. Um exemplo dessa disrupgao
foi a necessidade da implantagao do ensino a distancia para todos.

Schwab comenta que “as revolugdes tém ocorrido quando novas tecnologias e novas formas de perceber o
mundo desencadeiam uma alteragao profunda nas estruturas sociais e nos sistemas econémicos” (2016, p. 18).
E preciso indicar, ainda que para efeitos académicos, quais os eventos efou contextos que tiveram a forga para
impulsar as mudangas nos contextos sociais. Bioni esclarece que o marco histérico que separa cada sociedade
esta ligado a forma como a mesma se estrutura (2020, p. 3).

Na histéria da humanidade quatro mementos relevantes podem ser caracterizados como revolugdes em
razao das mudancgas abruptas que provocaram. A primeira é identificada como aquela que gerou a sociedade
agricola: o produto da terra impulsionou a economia pela pratica do escambo (BIONI, p. 3).

A primeira mudanca profunda em nossa maneira de viver - a transi¢ao do forrageamento (a busca por
alimentos) para a agricultura - ocorreu ha cerca de 10.000 anos e foi possivel gracas a domesticagdo
dos animais. A revolugdo agricola combinou a forga dos animais e a dos seres humanos em beneficio
da produgéao, do rte e da d0. Pouco a pouco, a produgéo de alimentos melhorou,
estimulando o crescimento da populagao e possibilitando assentamentos humanos cada vez maiores.
Isso acabou levando & urbanizagéo e ao surgimento das cidades. (SCHWAB, 2016, p. 18).*

Conforme Schwab, a revolugao agricola foi seguida de diversas revolugoes industriais a partir da metade
do século XVIII. Houve “a transigao da forga muscular para a energia mecanica, a qual evolui até a atual quarta
revolugao industrial, momento em que a produgdo humana é aumentada por meio da poténcia aprimorada da
cognigdo.” (SCHWAB, 2016, p. 18).

Cada uma das revolugdes que antecederam a atual guarda peculiaridades que tornaram possivel o surgimento
dessa quarta revolugdo. A 1% Revolugao Industrial (entre 1760 e 1840) foi gerada “pela construgédo das ferrovias

3 Alguns esclarecimentos preliminares: 1) nas pesquisas para a elaborago do artigo os autores se utilizaram da obra de Cathy O'Neill na versdo
em espanhol, a qual esta inserida nas referéncias; 2) O'Neill se refere aos algoritmos como “armas de destruigdo mateméticas” (ADM). Para o
presente estudo, os autores optaram por utilizar a sigla em inglés escolhida pela propria autora na versao original, qual seja, WMD (Weapons of
Math Destruction); 3) Algoritmos de Destruigdo em Massa: Como o Big Data aumenta a desigualdade e ameaga a democracia: essa foi a tradugao
do titulo para o portugués (Brasil).

“  Diamond esclarece que “foi somente nos ultimos 11.000 anos que alguns povos passaram a se dedicar ao que chamamos de producdo de alimentos:
isto &, a domesticagdo de animais selvagens e o cultivo de plantas, comendo came de gado e o que colhiam.” (2020, p. 84).
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e pela invencdo da maquina a vapor, o que deu inicio a producéo mecanica. A 2% Revolugéo Industrial, iniciada
no final do século XIX, entrou no século XX e, pelo advento da eletricidade e da linha de montagem, possibilitou
a produgdo em massa.” (SCHWAB, 2016, p. 18).

No comego da década de 60 os primeiros tragos da 3* Revolugao Industrial, ou Revolugao Digital ou do
Computador, comegam a ser desenhados. Esse novo momento histérico foi impulsionado “pelo desenvolvimento
dos semicondutores, da computacdo em mainframe (década de 1960), da computacéo pessoal (década de 1970
e 1980) e da internet (década de 1990).” (SCHWAB, 2016, p. 18).

Fundamentada na reveolucao digital, a 4* Revolugao Industrial surge no inicio dos anos 2000 e provoca
rupturas importantes na sua antecessora, a 32 Revolugo Industrial. “E caracterizada por uma internet mais ubiqua
e movel, por sensores menores e mais poderosos gue se tornaram mais baratos e pela inteligéncia artificial e
aprendizagem automatica (ou aprendizado de maquina).” (SCHWAB, 2016, p. 19). Assim, a medida que a nova
revolugdo se estabelece, transforma a sociedade e a economia global. E embora nem todos os paises possam estar
experimentando esse cenario de evolucao, & certo que o sofrimento mundial em decorréncia da Covid-19, teria
sido ainda mais severo. A criagcdo de vacinas em espago de tempo tao curto, por exemplo, € uma demonstragao
dos beneficios que o acesso a tecnologia e dados em quantidade e velocidade é capaz de produzir.

Que os dados séo o novo petroleo (REGULATING, 2017) da atualidade é indiscutivel. Pensando nisso,
tem-se que com o Big Data as empresas ganharam eficiéncia em escala para captar e transformar dados em
informacgdes valiosas para quem estiver disposto a pagar. Ocorre que esses fragmentos de dados criam perfis que
nem sempre correspondem a pessoa; podem estar contaminados pela visdo daquele que programou o algoritmo
ou de quem contratou a sua construgdo; além de ter o conddo de excluir individuos da sociedade sem que eles
tenham conhecimento do motivo. Dessa forma, portanto, ceder dados pessoais para tratamento individualizado
se transformou em uma cilada.

Poroutro lado, ndo é possivel se excluir de uma sociedade que tem a informag&o como elemento estruturante,
ainda que se deseje. Nesta pandemia da Covid-19, por exemplo, ndo estar conectado & rede era o equivalente
ao banimento: sem aulas on-line, sem home-office, sem uber, sem telemedicina, sem cadastro para auxilio
emergencial. O caos!

Mas, a pandemia também mostrou, além de vidas perdidas, o que ja é algo lamentavel, outro lado da
realidade brasileira: pessoas que nao puderam permanecer em isolamento devido a necessidade de trabalhar; filas
nas agéncias do Banco Caixa Econémica para recebimento do auxilio emergencial; individuos sem documentos
de identificagéo; pessoas sem alcool gel, 4gua encanada, sabéo (itens necessarios para higienizagéo contra a
Covid-19); escassez de comida e a perda de beneficios e auxilios econémicos por falta de cadastro oficial no
bancos de dados do governo.

E por falar nesses lados da sociedade é oportuno compreender a definigdo de Santos ao explicar que o
outro lado da linha

[...] € um universo que se estende para além da legalidade e da ilegalidade e para além do [sic] verdade
e da falsidade. Juntas, essas formas de negacao radical produzem uma auséncia radical: a auséncia
de humanidade, a subumanidade moderna. Assim, a excluséao se torna simultaneamente radical e
inexistente, uma vez que seres subumanos nao sdo considerados sequer candidatos a inclusdo social
(a suposta exterioridade do outro lado da linha € na verdade a consequéncia de seu pertencimento ao
pensamento abissal como fundagdo e como negagéo da fundagdo). A humanidade moderna néo se
concebe sem uma sut idade moderna. An Ao de uma parte da humanidade é sacrificial, na
medida em que constitui a condi¢do para que a outra parte da humanidade se afirme como universal
(SANTOS, 2007, p. 76).

Faz parte do curso da histéria retratos de civilizagdes inteiras destruidas e escravizadas por outros grupos
sociais mais fortes. Sempre houve um elemento que trouxe a possibilidade de manter a exploragéo dos povos,
de manté-los do outro lade da linha. Na atualidade ¢ a tecnologia que pertence esse poder. O'neil afirma que a
ciéncia de dados pode ser utilizada como WMD e assim manter com eficiéncia individuos, como identifica Santos,
do outro lado da linha, em prisdo perpétua sem possibilidade de fuga ou defesa.

O outro lado da linha “[...] € um nao territério em termos juridicos e politicos, um espago impensavel para
o primado da lei, dos direitos humanos e da democracia” (SANTOS, 2007, p. 76). Sao manifestacoes dessa linha
abissal as “[...] discriminagbes sexuais e raciais, quer na esfera publica, quer na privada: nas zonas selvagens das
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megacidades, nos guetos, nas prisdes, nas formas de escravidao, no trafico ilegal de érgaos humanos, no trabalho
infantil, na exploragao da prostituicao” (SANTOS, 2007, p. 76). Todas as exemplificagdes relatadas por Santos
podem ser potencializadas ou mesmo construidas pelas WMD's e destruir a vida, carreira ou identidade do sujeito.

A quarta revolugdo industrial ndo estd mudando apenas o que fazemos, mas também quem somos. O
impacto sobre nds como individuos é maltiplo, afetando nossa identidade € as muitas facetas relacionadas
aela — nosso senso de privacidade, nossas nogoes de propriedade, nossos padrées de consumo, o
tempo que dedicamos ao trabalho e ao lazer, a forma de desenvolvermos nossas carreiras e cultivarmos
nossas competéncias. Ela ira influenciar o modo como conhecemos as pessoas e consolidamos
nossos relacionamentos, as hierarquias das quais dependemos, nossa salde, e talvez, mais cedo do
que pensamos, podera levar a formas de aperfeicoamento humano que nos fardo questionar a prépria
natureza da existéncia humana. (SCHWAB, 2016, p. 96)

As exclusdes denunciadas por Santos, O'neil ou Schwab sempre existiram, entretanto, com a disponibilidade
atual de ferramentas tecnolégicas, € impossivel a paridade de armas. A |uta é ainda mais desigual e o poder de
alcance do oponente se da em escala.

Mas, afinal, o que seriam essas armas matematicas de destruicdo (WMD)?

Bem, vive-se na era dos algoritmos. Para facilitar a compreensao, eventualmente a dinamica do seu
funcionamento pode ser comparada a execugéo de uma receita de bolo, contudo, se forem manipulados indevidamente,
nao sao nada inocentes. Na verdade, uma WMD “é um algoritmo importante, secreto e destrutivo. Injusto para os
individuos que avalia” (O'NEIL, 2018).

De acordo com O'neil, as nossas vidas sao guiadas por modelos matematicos que em tese deveriam levar
a uma maior igualdade, uma vez que todos estariam submetidos a uma mesma regra. Mas, quando se trata de
uma WMD isso néo ocorre, visto que os modelos utilizados “son opacos, no regulados e incontestables, incluso
cuando estan equivocados” (2016, p. 2). Eles reforcam a discriminacéo e impedem que o individuo alcance direitos
como salde, educacgéo, trabalho e moradia, conforme especifica, por exemplo, a Constituigdo brasileira.

3 Do uso das armas matematicas de destruicao e as consequéncias no outro lado da linha

Os algoritmos® sdo explicados como “uma sequéncia de etapas para resolver um problema ou realizar
uma tarefa de forma automatica, quer ele tenha apenas uma dezena de linhas de programagao ou milhdes delas
empilhadas em uma espécie de pergaminho virtual” (FIERRO, 2018). Erickson esclarece que “um algoritmo &
explicito, preciso, nao ambiguo, executa mecanicamente uma sequéncia de instrugoes elementares, geralmente
destinadas a cumprir um proposito.” (2019, p. 1 - tradugao livre dos autores). No mesmo sentido, Cesar Junior,
completa a defini¢ao de algoritmo e explica que “[...] é o conceito mais fundamental que existe. E como o &tomo
na fisica ou o DNA na biologia, por exemplo” (PESQUISA FAPESP, 2018). Cormen ef al. descreve que,

[...] um algoritmo & qualquer procedimento computacional bem definido que leva algum valor, ou conjunto
de valores, como entrada e produz algum valor, ou conjunto de valores, como saida. Um algoritmo &,
portanto, uma sequéncia de etapas computacionais que transformam a entrada na saida. Também
podemos ver um algoritmo como uma ferramenta para resolver um problema computacional bem
especificado problema. A declaragdo do problema especifica em termos gerais a desejada relacéo de
entrada/saida. O algoritmo descreve um procedimento computacional especifico para alcangar essa
relagédo de entrada/saida.” (CORMEN, et al., 2009, p. 5).[tradugéo livre dos autores).

% Christian e Griffiths, explicam que a origem da palavra algoritmo “vem do nome do matemético persa al-Khwérizmi, auter de um livro do século
IX sobre técnicas para fazer matematica @ mao. (Seu livro intitulou-se al-Jabr wa'l-Mugabala - Livro compéndio sobre célculo por restauragdo
& balanceamento -, e o “al-Jabr’ do titulo &, por sua vez, a fonte de nossa palavra “algebra™) No entanto, os primeiros algoritmos matematicos
conhecidos precedem até mesmo a obra de al-Khwarizm?: um tablete de barro sumério com 4 mil anos encontrado perto de Bagda descreve um
esguema para uma longa operagao de divisao.” (2017, p. 9).

& “An algorithm is an explicit, precise, unambiguous. mechanically table of
specific purpose.” (Erickson, 2019, p.1).

7 “Informally, an algorithm is any well-defined computational procedure that takes some value, or set of values, as input and produces some value,
or set of values, as output. An algorithm is thus a sequence of computational steps that transform the input into the output. We can also view an
algorithm as a tool for solving a well-specified computational problem. The statement of the problem specifies in general terms the desired input/
output relationship. The algorithm describes a specific computational procedure for achieving that input'output relationship."(CORMEN et al., 2009,
p.5).

y instructions, usually intended to accomplish a

Pensar, Fortaleza, v. 27, n. 1, p. 1-14, jan./mar. 2022 5




Dirceu Pereira Siqueira, Fausto Santos de Morais, Lucimara Plaza Tena

O olhar de O'neil para o algoritmo é de quem analisa um ser vivo e entdo o descreve como “[...] um sistema
de perfis demograficos: gerados a partir de Big Data. Averigua se vocé é um cliente que paga ou quais sdo suas
possibilidades para comprar uma casa com base nas pistas que vocé vai deixando, como sua classe social, sua
renda, sua racga ou etnia” (2018).

Para que um algoritmo seja utilizado como uma WMDs, trés elementos devem estar presentes em maior ou
menor grau para a sua caracterizagao: opacidade, escala e dano. (O'NEIL, 2016, p. 28)

Quando um algoritmo & desenvolvido decisoes como o que deve nele estar incluido, quais as bases de dados
a serem utilizadas, as correlagdes a serem compostas, quais as estimativas de erros e acertos sao admitidas no
modelo ou onde estaria esse limite, por exemplo, sdo levadas em conta para torna-lo compreensivel. Ocorre que
podem existir pontos cegos, sem qualquerimportancia, ou que refletem os pontos de vista de seu criador (ideologias),
embora teoricamente devessem se comportar como neutros (O'NEIL, 2016). Na verdade, eles acabam por refletir
que “nuestros propios valores y deseos influyen em nuestras elecciones, desde los datos que decidimos recopilar
hasta las preguntas que hacemos. Los modelos son opiniones integradas en matematicas” (O'NEIL, 2016, p. 20).

Entao, embora o sistema possa ser censiderado racional, ha um humano que dirige o processo a partir da
sua visao de mundo ou daquele que o contratou, a fim de atender um modelo de negécios. Nao se trata de magia e
tao pouco ha uma autoridade cientifica por tras deles, embora esse discurso possa ser, de alguma forma, reforcado
quando ele comete erros. Frente a uma WMD, uma das perguntas que mais importam é o que a empresa que o
encomendou deseja encontrar (O'NEIL, 2016). Por exemplo, porque determinadas organizagées que dizem utilizar
ferramentas de |A para selegéo de curriculos tém um nimero tdo reduzido de mulheres, negros, homossexuais
ou estrangeiros em seu quadro de funcionarios? Ou entdo, ainda observando os exemplos trazidos por O'neil
em seu livro, porque para determinadas vagas séo selecionadas pessoas em situagao de vulnerabilidade que se
submetem mais facilmente a trabalhos abusives, para nio dizer analogos ao escravo?

Santos caracteriza ‘[...] a modernidade ocidental como um paradigma fundado na tenséo entre a regulagao
e a emancipacgéo sociais” (2007, p. 72). Segundo o pesquisador essa distingao é visivel e fundamenta os conflitos
modernos. Entretanto, “[...] a essa distingao subjaz uma outra, invisivel, na qual a anterior se funda: a distingao
entre as sociedades metropolitanas e os territorios coloniais” (SANTOS, 2007, p. 72). Logo, a dicotomia “regulagao/
emancipagao” se aplica as sociedades metropolitanas, enquanto aos territorios coloniais se aplica a dicotomia
“apropriacao/violéncia” (SANTOS, 2007, p. 72).

As WMD's se aproveitam de um fenémeno social e agem tranquilamente nas areas que Santos denomina
de territérios coloniais, cuja caracteristica € a apropriagéo e violéncia. Para o autor “[...] a apropriagdo envolve
incorporacao, cooptagao e assimilagao, enquanto a violéncia implica destruigéo fisica, material, cultural e humana”
(2007, p. 75). E & nesse movimento das linhas abissais que Santos identifica o regresso do colonial e do colonizador,
acelerado pelas WMD’s.

O regresso do colonial é a resposta abissal aquilo que é percebido como uma intromissao ameagadora
do colonial nas sociedades metropolitanas. Esse regresso assume trés formas principais: a do terrorista,
a do imigrante indocumentado e a do refugiado. De maneiras distintas, cada um deles traz consigo a
linha abissal global que define a lusdo radical e a inexisténcia juridica. [...] O regresso do colonial
nao significa n i sua p ca fisica nas sociedades metropolitanas. Basta que tenha
uma ligagdo relevante com elas. [...] No caso do trabalhador imigrante indocumentado, basta que seja
um subempregado numa das muitas centenas de sweatshops, as manufaturas subcontratadas por
corporagoes metropolitanas multinacionais que operam no sul global (SANTOS, 2007, p. 78). [g.n]

Na Sociedade da Informagao o colonizador se utiliza das diversas ferramentas tecnoldgicas a fim de colocar
em préatica a “apropriagao/violéncia”, sendo possivel identificar a WMD como um instrumento perfeito para esse fim.

A seguir se apresenta uma sintese das trés fases basicas da construgdo de um algoritmo. E possivel perceber
como sutilmente um inocente algoritmo pode se transformar em uma arma para atender o colonizador.

Na primeira etapa se identifica o problema para o qual se pretende uma solugdo. Nesse momento &
recomendado que o cientista de dados trabalhe em conjunto com outros profissionais experts na area na qual

#  Ndio se pode perder de vista que O'Neil estd a analisar os algoritmos sob a dimensao de armas matematicas de destruigdo, logo, no contexto
analisado pela autora, ha a criagao de “um sistema de perfis demograficos, gerados a partir do Big Data”.

“  Ocontexto desse estudo é analisar os algoritmos sob a perspectiva de O'Neil, qual seja, seu uso como armas matematicas de destruicdo em conjunto
com o pensamento de Santos. E importante frisar que nem todo algoritmo tem a destinagdo escolhida pela autora para expor em seu livro.
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sera desenvolvido o algoritmo (PIERRO, 2018). Se o que se quer & criar € um modelo que auxilie a identificar se
um individuo esta ou nao com sintomas de depressao a partir da sua voz, serd necessario, além de um banco de
dados de vozes, uma equipe formada por profissionais da area da ciéncia de dados e salude mental.

Jhonata Emerick Ramos, presidente da Associacéo Brasileira de Inteligéncia Artificial (ABRIA), comentou
sobre o desenvolvimento de dois sistemas de I1A com potencial para utilizagao em politicas pUblicas. Em um deles,
o algoritmo identifica a depressao pelo tom de voz e em outro procura reduzir a taxa de reconvocagdes para novos
exames de mamografia, tendo em vista a ma-execugéo do anterior (BRASIL.SENADO FEDERAL, 2019). E facil
perceber que os dados gerados pelos modelos podem ser utilizados como WMD.

Na segunda etapa de construgdo de um algoritmo, a sequéncia de passos é descrita no idioma corrente
para que, ja entdo em uma terceira etapa, seja “traduzida para alguma linguagem de programacgao. S6 assim o
computador consegue entender os comandos — que podem ser ordens simples, operagdes matematicas e até
algoritmos dentro de algoritmos —, tudo em uma sequéncia légica e precisa” (PIERRO, 2018, p. 21).

O problema que envolve estes modelos matematicos € a opacidade que € percebida e compreendida pela
populagao em geral. Ao cabo, por falta de conhecimento técnico do assunto ou de uma explicacdo tangivel para
leigos, se termina por nao investigar o funcionamento dos algoritmos que nos circundam. Além disso, como ja
mencionado, ha uma crenga inconsciente que leva os individuos a aceitarem como verdadeiras as respostas
entregues pelas maquinas.

Por conta dessa crendice de que a maquina nao erra, logo € justa, & que a pesquisadora chama a atengéo
para o impacto negativo dos algoritmos sob as vidas humanas, como armas com poder de destruigao invisivel e
direcionadas preferencialmente aqueles que estao do outro lado da linha, os vulneraveis (O'NEIL, 2016).

A WMD funciona a partir de um sistema de pontuag&o. Se o individuo tem uma pontuagao alta, segundo os
critérios do algoritmo, os quais o analisado desconhece, ele tem uma opgéo, caso contrario, a resposta é negativa.,
isto &, lhe é negado crédito, por exemplo. Em seu livro O’Neil menciona situacdes que envolvem as WMD’s, as quais,
a primeira vista, parecem impossiveis de estar acontecendo sem que a sociedade tenha notado. Comenta que, por
exemplo, as empresas estariam avaliando potenciais candidatos a vagas de emprego, a partir de classificagdes
crediticias, isto &, quem paga suas contas em dia teria melhores condigdes de cumprir as normas da empresa.
Para a autora, o método de deciso € injusto, uma vez que estas pontuagdes sao secretas (O'NEIL, 2016).

Dentro do cendrio da pandemia da Covid-19, pergunta-se: quais os dados que as empresas utilizardo
para contratar? Quais as correlagtes que fardo para incluir ou eliminar um candidato? O fato de estar em débito
com suas contas? Ja ter sido contaminado é um fator relevante? Dependendo da forma como os algoritmos sao
desenvolvidos o individuo é afastado do mercado de trabalho, e o seu perfil, criado por ferramentas de IA, estara
comprometido. Sem possibilidade de ser contratado para uma atividade remunerada é certo que continuara
endividado, desempregado e com potencial de integrar o exército dos desalentados.

Nessa linha de O'neil, Santos explica que o outro lado da linha abissal “[...] € um universo que se estende
para além da legalidade e da ilegalidade e para além da verdade e da falsidade. Juntas, essas formas de negagao
radical produzem uma auséncia radical: a auséncia de humanidade, a subumanidade moderna” (2007, p. 76), “que
nao admite inclusive que o individuo se torne candidato a inclusao social” (2007, p. 72).

Além da opacidade, isto é, falta de transparéncia publica dos seus processos de elaboragao e execugao, as
WMD's também se caracterizam pela facilidade como atingem e castigam os pobres. Essa seletividade de pessoas
acontece, em parte, segundo a autora, porque as WMD's sao estruturadas para “[...] evaluar grandes cantidades
de personas. Estan especializadas en trabajar con grandes volimenes, y son baratas. Eso forma parte de su
atractivo” (O'NEIL, 2016, p. 11). Além do mais, & pouco provavel que o candidato & vaga consiga questionar uma
decisao de WMD, que é praticamente inquebravel (O'NEIL, 2016). Mas, aqueles que estao deste lado da linha,
0os ricos, recebem tratamento individualizado, séo entrevistados e analisados por pessoas e nao maquinas, como
ocorre com os menos favorecidos (O'NEIL, 2016).

4 Dos reflexos no desenvolvimento da personalidade
Adenuncia de O’Neil, em relacao a forma como as empresas que se utilizam das WMD’s, traz consigo um

alerta: seres humanos objetificados em um mosaice (MADRID CONESA, 1984) de dados, cujos danos que sofrem
nao passam de efeitos colaterais da ferramenta (2016,). E mais, cada vez que esse processo se retroalimenta,
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cria “prisées matematicas que impedem ¢ acesso desses individuos a servigos, cargos e oportunidades. Afeta
majoritariamente cidadéos pobres e de classe média, gerando assim uma sociedade menos democratica” (BRAGA;
CARDOSO, 2016, p. 96), injusta e perniciosa.

Ao longo de séculos se buscou o recenhecimento da dignidade do ser humano. E no ano de 2020, no auge
do desenvolvimento tecnologico, em meio a uma crise sanitaria, quando se tem a disposigao um numero infinito de
ferramentas para melhorar a qualidade de vida da sociedade, vem novamente a flria predadora e inescrupulosa
do capital.

Qutra dentncia de O'neil (2016) é o poder das WMD's de regular (comandar, definir) os diversos segmentos
de mercado, como bancos e salide, equiparando-se as préprias leis criadas pelos Estados. Se o0 modelo bancério
classifica o individuo como um cliente de alto risco, essa informacéo serd replicada e afetara todos os aspectos
da vida do sujeito.

Em entrevista ao Jornal El Pais em 2018 (MENARGUEZ, 2018), a pesquisadora lembra uma noticia sobre
a Amazon que teria um algoritmo para selecionar empregados sexistas. Relata que quando noticias desse porte
vém a publico ha um clima de surpresa nas empresas, bem como na comunidade tecnolégica. Entretanto, para
O’Neil, que é especialista no assunto, tal reacao € fingida, uma vez que existem algoritmos discriminatérios em
todos os lugares. Afirma que se essa imperfeicao dos algoritmos fosse admitida o problema deveria ser resolvido.
Contudo, se agem como se nada soubessem “podem continuar difundindo essa fé cega nos algoritmos, que eles
realmente nao tém, mas eles sabem que o resto do publico tem” (O'NEIL, 2018). Indubitavelmente € uma conduta
lucrativa enquanto for possivel manté-la.

Essa situacgéo de uso indevido dos algoritmos é observada no pensamento de Santos a partir do “regresso
do colonizador”, onde ha o ressurgimento das formas de governo colonial, sendo que aquela que se destaca é
idealizada comeo uma forma de governo indireto [...] que emerge em diversas situagdes em que o Estado se retira
da regulagao social e os servigos publicos sdo privatizados, de modo que atores nao-estatais adquirem controle
sobre a vida e o bem-estar de vastas populagdes” (2007, p. 80).

O fascinio pela tecnologia nao pode ser impeditivo para que o Estado cumpra o seu papel de Garante
(SUPIOT, 2007) da busca por uma sociedade justa e igualitaria. As WMD’s criam situagdes que encarceram os
individuos e as suas perdas/prejuizos, sdo efeitos colaterais de arranjos matematicos. E o crescimento de um
poder paralelo, transfronteirico, concentrado nas méaos de poucos, sem controle e que ndo apenas compete com
o poder legitimo do Estado, mas a ele supera e ainda o manipula.

Essa forma de atuagao na sociedade se assemelha ao que Santos denuncia como um govemo de apropriagao/
violéncia, que ele descreveu como a “[...] ascenséo do fascismo social, um regime social de relagées de poder
extremamente desiguais, que concedem a parte mais forte poder de veto sobre a vida e o modo de vida da parte
mais fraca” (2007, p. 80).

Entao, esse governo indireto exercido a partir das WMD’s por diversos autores, transformou a pessoa em
objeto, disponivel para atender aos fins que o contratante dessas ferramentas desejar: comprador, seguranca
publica, emprego, empréstimos com taxas menores ou maiores, exclusées selecionadas, educagao, religiao,
enfim! Nessa objetivagao do individuo, o ser humano é analisado ndo como ser Unico, dentro de uma perspectiva
de direito da personalidade, mas em comparagédo com outros dados semelhantes e categorizados.

Explica O'neil que as WMD'’s analisam as pessoas por meio de um enorme nimero de dados e em segundos
calculos sao realizados “[...] sobre«personas similares al individuo analizado».Y si un nimero suficiente de esas
personas «similares» al individuo analizado resultan ser unos holgazanes o, incluso peor, delincuentes, ese
individuo sera tratado como si €l mismo lo fuera” (2016, p. 117). A questao, segunda a autora nao se trata do
comportamento passado das pessoas em comparagao ao individuo, mas do comportamento do préprio individuo,
como pessoa Unica.

Bem, como o sistema se autoalimenta e ndo se sabe com certeza os caminhos que trilham os dados pessoais
de cada um, a principio ndo ha muito que fazer. Contudo, se vislumbra que uma alternativa é investigar como as
empresas tratam os dados que recebem e, se os mesmos fazem parte do insumo do modelo de negécio. Se assim
for, & indiscutivel que a legislacéo precisa ser ajustada.

No caso do Brasil, apesar do avango da Lei Geral de Protegdo de Dados (LGPD) em termos de protegédo a
pessoa natural, a questao do algoritmo nao & tratada exatamente sob o viés de WMD, mas, a lei traz um relativo
nivel de protecao:
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Art. 20. O ftitular dos dados tem direito a solicitar a revisdo de decisées tomadas uni com base
em tratamento automatizado de dados pessoais que afetem seus interesses, incluidas as decisdes
destinadas a definir o seu perfil pessoal, profissional, de consumo e de crédito ou os aspectos de sua
personalidade.

§ 1° O controlador devera fornecer, sempre que solicitadas, informacgdes claras e adequadas a respeito
dos critérios e dos procedimentos utilizados para a decisdo automatizada, observados os segredos
comercial e industrial.

§ 2°Em caso de ndo oferecimento de informagdes de que trata o § 1° deste artigo baseado na observancia
de segredo comercial e industrial, a autoridade nacional podera realizar auditoria para verificacao de
aspectos discriminatérios em tratamento automatizado de dados pessoais (BRASIL, 2018).

O Art. 20 protege dois direitos que podem ser violados em decorréncia de decis6es automatizadas, como
as que envolvem os algoritmos, quais sejam: direito a explicagao e direito a revisdo. O § 1° do Art. 20 contempla o
direito a explicagdo: deve esclarecer ao titular dos dados os critérios utilizados pelo controlador para o tratamento
dos dados. O direito a revisdo autoriza o titular requisitar a revisao de decisées unicamente automatizadas e que
tenha impacto nos seus interesses (SILVA; MEDEIROS, 2019) e principalmente no livre desenvolvimento da sua
personalidade, uma vez que fere direitos fundamentais e da personalidade.

Apesar desse relativo avango, a transparéncia ainda restou prejudicada, uma vez que as revisdes das
decisdes continuam sendo automatizadas, isto &, ndo ha revisdo humana. A questao é polémica, mas foi esse o
posicionamento do Presidente Jair Bolsonaro ao vetar o § 3°, do Art. 20 da LGPD, que previa revisao por pessoa
natural (SILVA; MEDEIROS, 2019).

De qualquer forma, no que tange as WMD’s € necessdrio a presenca forte do Estado regulamentando,
punindo, conscientizando e educando a fim de reduzir os estragos aos direitos da personalidade que tal arma &
capaz de provocar. Contudo, como nem sempre o Estado € capaz de cumprir o seu papel de proteger os seus
cidadaos, os reclames da sociedade civil € uma forma de forgar regulamentagoes atinentes a protegdo dos
individuos e da democracia.

Santos identifica um fendmeno que impacta ainda mais a vida dos vulneraveis. O autor comenta que as
linhas abissais globais nunca se mantiveram fixas, o que significa que em cada momento histérico suas posigdes
sao fixadas, vigiadas e preservadas. Ocorre que nos (ltimos sessenta anos essas linhas sofreram abalos, sendo
que um deles, o qual vem acontecendo desde 1970, mostra que o outro lado da linha parece se expandir, enquanto
este lado da linha parece se encolher. Traz preocupagéo porque “a légica da apropriagdo/violéncia passa a ganhar
forca em detrimento da ldgica da regulagdo/emancipagéo numa extensao tal que o dominio desta Gltima nédo sé
se encolhe como também se contamina internamente pela primeira” (2007, p. 77).

Avioléncia das WMD's, ndo se resume a viclagao ao direito da privacidade ou aos dados pessoais, na
verdade elas influem no livre desenvolvimento da personalidade, criando perfil que nem sempre corresponde a
realidade e o qual ndo goza de protecao juridica, caso se equiparasse ao individuo real. Uma provavel “regulagao/
emancipagio’, como menciona Santos, “é cada vez mais desfigurada pela presenca e pela crescente pressio da
‘apropriacdo/violéncia em seu interior’” (2007, p. 79). A opacidade da WMD & uma das razées para a regulamentagao
dos algoritmos se tornar tao dificil, além do préprio retorno do colonial que se aproveita das ferramentas de 1A
para manter o dominio e a exclusdo de grupos, além do controle sobre nossos corpos, uma vez que ja controla
nossas financas (O'NEIL, 2016).

5 Como desarmar as WMD’s e resgatar os individuos

Para desarmar as WMD’s é preciso, primeiramente, reconhecé-las pelas suas caracteristicas basicas:
opacidade, escala e dano (O'NEIL, 2016). Existem algoritmos construidos que nac reunem tais atributos e, portanto,
apesar de reconhecer os danos causados, ndo sao classificados como WMD, segundo o critério da autora, o qual
& observado nesse trabalho, tendo em vista a escolha do referencial tedrico.

No que tange as particularidades das WMD's, O’Neil aponta que “son opacas, nadie las cuestiona, no dan
ningtn tipo de explicaciones y operan a tal escala que clasifican, tratan y «optimizan» a millones de personas”
(2016, p. 14). A existéncia de modelos opacos e invisiveis que modelam a vida das pessoas & mais comum do
que aqueles transparentes (O'NEIL, 2016) e talvez, por essa razdo, sdo tao lucrativos e eficientes para empresas
e poder publico que deles se utilizam. Em uma descrigao alegérica sao lobos em pele de cordeiro.
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Afalta de transparéncia ou opacidade dos algoritmos € um problema sério, dificil de ser solucionado e que
confronta diretamente com o principio da autodeterminagao informativa presente na LGPD, General Data Protection
Regulation (GDPR) e em outras normativas estrangeiras." E direito do individuo saber onde os seus dados pessoais
estdo armazenados e a forma como estdo sendo tratados. Dados disponiveis nas maos de qualquer empresa
continuam sendo de propriedade do individuo e nao o contrario. Além do mais, cabe a pessoa e, somente a ela,
decidir quem pode ter acesso a seus dados (O'NEIL, 2016) os quais sdo extensao da sua personalidade como
bem, no sentido de direito de propriedade, e como partes do seu ser, de sua esséncia como pessoa humana, ainda
que captados de forma fragmentada.

O ponto nevralgico da opacidade é que ela se esconde por trés de um algoritmo que ja é desenvolvido para
essa finalidade. As empresas que criam as WMD's “[...] acaban sumergiéndose en conjuntos de datos sin apenas
regulacién, como el analisis de los clics en las paginas web y las etiquetas de geolocalizacién, con el proposito
de crear un mercado de datos paralelo” e desse modo conseguem escapar a fiscalizagao do Estado (O'NEIL,
2018, p. 116). Referidos algoritmos trafegam em um territério fora da lei, historicamente nomeado de zona colonial
(SANTOS, 2007), onde néo é possivel identificar o que é ou ndo legal. E basicamente no outro lado da linha que
as WMD'’s identificam suas vitimas e criam Guantanamos (SANTOS, 2007) para agir com liberdade.

E certo que em curtissimo tempo os algoritmos também precisaro de regulamentagéon, mas, por hora,
as empresas ndo abrirdo os seus modelos, e é comum a justificativa de que se trata de segredo industrial, de
propriedade intelectual. Algoritmos como os da Google, Amazon e Facebook valem milhdes de dolares. O’'Neil
explica que as WMD's sdo caixas pretas “[...] Y esto hace que sea especialmente dificil contestar categdricamente
a la segunda pregunta: ;opera el modela en contra de los intereses del sujeto? En otras palabras, ¢es injusto?
¢Dana o destruye vidas?" (2016, p. 26). E a Iégica da apropriagao/violéncia mencionada por Santos.

Com as ferramentas disponiveis atualmente em |A, nossas pegadas pela rede, ruas, celulares, aparelhos
eletrodomésticos ou Internet das Coisas (loT — sigla em inglés para Internet of Things) sado invisiveis e
indiscriminadamente coletadas, muitas vezes a revelia e armazenadas em Big Data do qual os proprietarios dos
dados nao tém controle algum. Os individuos s@o classificados e como objetos em estantes, despersonalizados
como humanos e escolhidos para as diversas campanhas publicitarias legitimas ou nao.

Quando os dados se tornam insumo para as WMD's a publicidade predadora, por exemplo, busca identificar
“[...] a las personas con grandes necesidades y les venden promesas falsas o productos a precios excesivos. Este
tipo de publicidad encuentra la desigualdad y se da un festin a su costa’. O resultado € que os abismos sociais
continuam e com eles todas as injustigas (O'NEIL, 2016, p. 59).

O modelo de negécio das empresas que se utilizam dos algoritmos como WMD destroem o individuo e
por consequéncia a sociedade, uma vez que miram em pessoas em vulnerabilidade econdmica, emocional ou
qualquer outra. Para O’'Neil as referidas debilidades tém o seu peso em ouro (2016, p. 60). Observe que a légica
do sistema se enriquece a partir da exploragao das fragilidades das pessoas ou grupos.

Diante do efeito nefasto das WMD's, se pergunta: onde esta o poder publico diante de praticas predatérias
que a médio e longo prazo tem o condao de arrebentar os cofres publicos, dado que torna os cidadaos cada vez
mais dependentes do Estado. O'Neil afirma que as operagdes dessas empresas “[...] provocan inmensos y viles
bucles de retroalimentacion y dejan a sus clientes enterrados bajo montarias de deudas, Y las victimas no entienden
como pudieron estafarles, porque las campanas son opacas” (2016, p. 59). Os modelos de WMD se beneficiam
dos habitos, esperangas, temores e estabelecem padrdes para uma exploragéo ainda mais eficaz (O'NEIL, 2016
p. 63). Tudo isso acontece em escala e a destruigdo segue a mesma regra.

De maneira geral & possivel observar o esforgo dos paises para regulamentar a protegao de dados, contudo
isso ¢ insuficiente, porque ‘[...] algunas de las WMD mas efectivas y perversas consiguen ingeniarselas para
evitar esos obstaculos” (O'NEIL, 2016, p. 59). E, & por essa razao que € tao importante o papel da Autoridade de
Protecao de Dados, a exemplo da que existe no Brasil.

® O objetivo do estudo ndo vislumbra aprofundar as peculiaridades dos algoritmos nas legislages. O foco é tratar das WMD e seus reflexos na
sociedade, em particular nos grupos mais vulneraveis.

" As eleigdes presidenciais norte-americanas de 2016 foi o primeiro processo eleitoral, segundo o site Ofhar Digital, a utilizar os algoritmos das redes
para a divulgagao de desinformagao em escala. Nas eleigdes presidenciais de 2020, as redes sociais adotaram uma politica de moderagao para
conter os excessos. Tendo em vista a falta de requlamentacéo adequada do Estado, a iniciativa privada produziu a sua autorregulacdo (SANTINO,
2020).
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Bem, uma vez identificado os danos que as WMD's provocam pelo modelo de algoritmo que é criado ou
ainda pela forma como s&o interpretados os resultados é preciso utiliza-la a favor da humanidade, afinal de contas
essa & a promessa inicial da tecnologia.

Uma das sugestdes de O'neil (2016) para desarmar uma WMD é estabelecer uma lista de pessoas que
necessitam de ajuda prioritariamente e socorré-las, ao invés de manipulé-las em busca de mais capital. E esperado
que as empresas busquem lucro, mas, nao ao custo da destruigao de vidas humanas e da transferéncia de todos
os efeitos colaterais da pratica predatéria ao Estado, a qual necessitara de mais recursos para atender a populagao
despojada.

Se as WMD's excluem os individuos dos planos e seguros de salide e optam por ficar apenas com os sadios,
ao Estado cabera a responsabilidade de cuidar dos doentes nao aceitos pela iniciativa privada, elevando portando
seus custos enquanto o particular aumenta os lucros. Da mesma forma ocorre com as instituigdes de educagao
particular que se utilizam de praticas predatdrias para captar alunos em busca dos subsidios/financiamentos do
Governo, sem compromisso com uma educagao de qualidade. E ébvio que o Estado novamente sera prejudicado
e a consequéncia é permanecer fadado ao subdesenvolvimento.

QOutra forma de desarmar os modelos matematicos, segundo O’Neil, € comegar pelos programadores que
criam os algoritmos, estabelecendo uma boa base filosofica. Mas a ideia de uma ética ou uma autorregulamentagao
teria efeitos sob aqueles escrupulosos, e néo faria frente a pressao que estes profissionais sofrem dos seus
recrutadores. (2016). De qualquer forma se deve criar estruturas éticas para lidar com o potencial de tais ferramentas
tecnoldgicas, mas, também pensar que o Direito deve estabelecer sistemas de orientagéo e puni¢ao para aqueles
que se beneficiam de tais praticas.

Ainda, para desarmar as WMD'’s, segundo O’Neil, & preciso medir o seu impacto e auditar os algoritmos,
porquanto esses codigos de programacgdo sac como caixas pretas: colhem dados e produzem conclusdes. Por
outro lado, portanto, as WMD's séo voltadas para pessoas, e sendo assim, entdo, como ter certeza, por exemplo,
que “esta persona presentaun riesgo medio de cometer otro delito, esta tiene un 73% de probabilidades de votara
los republicanos, esta maestra esta en el decil inferior” (O'NEIL, 2016, p. 164). H4 movimentos que buscam auditar
0s algoritmos:

En Princeton, por ejemplo, los investigadores han lanzado un proyecto sobre responsabilidad
ytransparencia en la web.Han creado robots de software que se disfrazan enlnternet como si fueran
personas de todo tipo — ricos, pobres, hombres, mujeres opersonas con problemas de salud mental —.
Los investigadores estudian eltratamiento que reciben estos robots y asi pueden detectar los sesgos
existentes en lossistemas automaticos, desde los motores de bisqueda hasta las paginas web deblsqueda
de empleo. Se estan lanzando iniciativas similares en universidades como Carnegie Mellon y el MIT.
El apoyo académico a estas iniciativas es crucial. Al fin y al cabo, para vigilar las ADM necesitamos a
personas que tengan las competencias necesarias para construirlas (O'NEIL, 2016, p. 166).

Mas o algoritmo criado, ainda nao utilizado como uma WMD faz parte da estrutura de negocio de muitas
empresas, por exemplo, e obviamente nenhuma empresa permitira voluntariamente que auditorias sejam realizadas
e exponham aquilo que é defendido como segredo. “[...] Google, por ejemplo, ha prohibido a los investigadores
externos crear montones de peffiles falsos para identificar los sesgos del motor de busqueda. Sila empresa
efectivamente lleva a cabo auditorias de sesgos, prefiere hacerfasinternamente” (O'NEIL, 2016, p. 167). Sera
necessario encontrar um equilibrio entre os interesses das empresas e a protecéo a privacidade e autodeterminagéo
informativa da pessoa humana.

QOutra sugestio de O'neil é seguir o exemplo europeu que exige que a coleta dos dados seja previamente
autorizada pelo usuario (2016).A Autora faz mencéo a clausula de “nao-reutilizar”, a qual torna ilegal a venda de
dados de usuarios, o que de certa forma impediria que caissem em méaos de agéncias que os utilizariam de maneira
prejudicial (O'NEIL, 2016). Teoricamente tal clausula é interessante desde que o individuo tenha condigoes técnicas
de exercer o seu direito a autodeterminacéo informativa, caso contrario pouco cu nenhum valor tera.

Por fim, O'neil, defende que “[...] los modelos que tienen un impacto significativo en nuestras vidas, como
las calificaciones crediticias y Ias calificaciones electrénicas, deberian ser publicos y accesibles para todos as
classificiagées” (2016, p. 169). Essa revolugao tecnologica que deu origem a atual Sociedade da Informagao, cujo
elemento central sao os dados nao desaparecera (O°'NEIL, 2016, p. 59). Portanto, & importante utilizar esse insumo
com algum padrdo minimo de ética, justi¢a e prudéncia. Nao se trata apenas de dados, mas de pessoas. Logo, se

Pensar, Fortaleza, v. 27, n. 1, p. 1-14, jan./mar. 2022 1




Dirceu Pereira Siqueira, Fausto Santos de Morais, Lucimara Plaza Tena

as informacdes geradas séo injustas é necessario revé-las e calibra-las. E nesse sentido que o papel do Direito é
relevante, visto que é ele que, a partir de uma agao multidisciplinar, se torna o elemento de transformagao social
da sociedade com o uso adequado dos algoritmos.

6 Consideragées finais

Em cada momento historico pelo qual a humanidade trilhou, os grupos que emergem com mais vigor e
forga, para que um novo ciclo de revolugdo venha a lume, também s&o aqueles que frequentemente se apropriam
das benesses geradas. Ao longo dos tempos, nas diversas civilizagdes, os pequenos e grandes marcos histéricos
mostram a presenca da apropriagao/violéncia.

A atual Sociedade da Informagao instrumentalizada pela 4* Revolugao Industrial nao esta sendo diferente
das anteriores. Os dados, em especial os pessoais, uma vez tratados sdo transformados em informacgées valiosas
para todos os segmentos de mercado, inclusive para governos.

Os avancos tecnoldgicos tém trazido evolugao para inlimeras areas. Diversos dos modelos de |A criados
estdo contribuindo para o bem-estar de pessoas e alavancando o progresso. As fronteiras de distancia praticamente
deixaram de existir e a comunicagao se tornou globalizada. A pandemia da Covid-19, que assolou a humanidade em
202072021, e poderia ter alcangado resultados ainda mais catastréficos se nao fossem as ferramentas tecnolégicas.
Mas, nem tudo séo flores e a Sociedade da Informagao também tem seu /ado negro da forga=, e que forgal

Os modelos de algoritmos utilizados como WMD séo alguns dos exemplos do lade escuro da IA. Se por um
lado sao utilizados como ferramenta de predigao, ao se transformar em WMD seus efeitos sdo nefastos: excluem
individuos e grupos inteiros de oportunidades de trabalho, créditos e educacao e quando utilizadas em campanhas
de marketing predatérias levam a ruina milhares de pessoas, como menciona O'neil (2016).

O movimento provocado pelas WMD’s quando encurrala populagdes em guetos cibernéticos pode ser
analisado, a partir do olhar de Santos (2007), como o retorno do colonizador, onde aqueles que estdo do outro
lado da linha sofrem os horrores de estar em uma colénia, em Guantanamo, onde a légica imposta € a violéncia,
expropriacao marcada por subempregos e a exploragao, todos intensificados pelas WMD’s.

Por outro lado, nem tudo esté perdido, uma vez que as WMD’s podem ser desarmadas com a conscientizagao
dos profissionais que lidam com as mesmas, bem como pela postura ética das empresas que fazem uso de tais
ferramentas e sugerem quais sao os dados que alimentarao o treino dos algoritmos. Os indicatives para exclusao
deveriam ser aqueles que na verdade provocariam a incluséo e a redugao das vulnerabilidades. Assiste razao
a Santos quando menciona que a “injustica global esta intimamente ligada & injustiga cognitiva global” (2007,
p. 77) e que uma mudanca de paradigma exigiria lutar por uma justica cognitiva global, isto €, um pensamento
pos-abissal, segundo o autor.

Nesse aspecto entra em pauta o papel do Direito como elemento regulador do mercado que tem por base
a utilizagdo da Ciéncia de Dados (Data Science) e, para os fins desse artigo, dos algoritmos. Ao invés de uma
sociedade predatoria por conta das WMD’s, por exemplo, € preferivel experimentar o desenvolvimento que é viavel
com a tecnologia. O papel do Direito ndo é o de castrador frente a revelugéo tecnolégica em curso, mas uma vez
alinhado as necessidades sociais e a partir de uma visdo multidisciplinar € imperioso que se torne instrumento de
emancipagio que a sociedade reclama para o seu desenveolvimento.
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